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ABSTRACT

The primary objective of this dissertation is to gain insight into geomagnetic

storm effects at mid-latitudes induced by solar activity. Geomagnetic storms affect

our everyday lives because they give rise to transient signal loss, data transmission

errors, negatively impacting users of satellite navigation systems. The Nighttime

Localized Ionospheric Enhancement (NILE) is a localized plasma enhancement that

because it is not well understood, drives the design of satellite-based augmentation

systems.

To better secure operation of technological infrastructure, it is essential to

build a comprehensive understanding of the atmospheric drivers, especially during

solar active periods. Instrument measurements and climate models serve as valu-

able tools in obtaining information regarding the occurrence of space weather events;

nonetheless, both sources exhibit quantitative and qualitative limitations. Data as-

similation, an evolving technique, integrates measurements and model information to

optimize the state estimations.

This dissertation presents developments in a data assimilation algorithm known

as Estimating Model Parameters from Ionospheric Reverse Engineering (EMPIRE),

and its applications in investigating the atmospheric behaviors under varying solar

conditions. EMPIRE is a data assimilation algorithm specifically designed for upper

atmospheric driver estimation of neutral wind and ion drifts at user-defined spatial

and temporal scales. The EMPIRE application in this work aims to contribute to a

more comprehensive understanding of the effects of the NILE.

EMPIRE utilizes the Kalman filter to optimize state calculations primarily

based on electron density rates, provided by other data assimilation algorithms. Ear-

lier runs of the algorithm used pre-defined values for the background state covari-

ance cross time. To address model limitations under changing geomagnetic con-

xxiv



ditions, the algorithm is enhanced by concurrently updating the background state

covariance during assimilation processes. Additionally, representation error is incor-

porated as a component of the observation error, and error analysis is performed

through a synthetic-data study. Previously, EMPIRE fused Fabry-Perot Interfer-

ometer (FPI) neutral wind measurements, demonstrating increased agreement with

validation neutral wind data. In this work, this approach is extended to augment Co-

herent Scatter Radar (CSR) ion drift measurements from Super Dual Auroral Radar

Network (SuperDARN), providing additional insights into EMPIRE’s estimated field-

perpendicular ion motion. For an in-depth exploration of storm-related NILE, both

EMPIRE and another data assimilation method, the Whole Atmosphere Commu-

nity Climate Model with thermosphere and ionosphere eXtension coupled with Data

Assimilation Research Testbed (WACCM-X + DART), is implemented for a storm

event to test the proposed NILE driving mechanism. Furthermore, this dissertation

introduces a Kalman smoother technique into the EMPIRE to enhance its ability to

assess past storm events, and to explore the potential for algorithm improvements.

xxv
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CHAPTER 1

INTRODUCTION

Space weather is a research field that focuses on the activity of the Sun and its

influence on our planet. Earth’s internal magnetic field, extending from its interior

into space, interacts with the solar wind and streams of energetic particles. The

ionosphere-thermosphere (IT) coupled region, spanning from 100 [km] to 1000 [km]

in altitude, consists mainly of ionizied and neutral particles, respectively, that are

heatded and ionized by the sun’s radiation. Also, energetic particles from the Sun

and the Earth’s magnetosphere can enter atmosphere particularly through the high

latitude region [5].

During periods of severe solar activity (i.e. solar storms), trans-ionospheric

radio systems experience longer delays than usual due to refraction by ionospheric

plasma. Understanding the protective shield of the IT region is essential to minimize

risks to technological system used in daily life, such as on the Global Navigation Satel-

lite System (GNSS), whose signal propagation is influenced by deflection, attenuation,

or production within the IT region [6].

Researchers have contributed tremendous efforts to understand storm-related

phenomenon. The Nighttime Ionospheric Localized Enhancement (NILE) is one of

the intriguing ionospheric phenomena observed most notably during extreme storms,

involving enhanced electron density concentrated over a few hundred kilometers of

the mid-latitude region in the US during local nighttime. The driving mechanism

behind the NILE is currently unknown and under investigation.

When describing a phenomenon, mathematical models serve as valuable tools

for providing scientific explanations of spatial and temporal behaviors, while instru-
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mental observations offer realistic insights into the states of the system. Neverthe-

less, both approaches face limitations characterized by an insufficient grasp of the

true states. Physics-based equations or empirical derivations in models inadequately

capture the complete description of true states due to the imperfect capture of dy-

namic processes, parameter uncertainties and computing limitations [7]. Specifically,

physics-based equations may subjected to assumptions and linearization of the com-

plex dynamic process, and empirical model errors can be caused by extrapolation,

over-fitting or under-fitting issues. Limitations in measurements predominantly arise

from issues of quantity (i.e., data sparsity) and quality (i.e., errors) [8]. Address-

ing these limitations, data assimilation algorithms analyze information gaps between

models and measurements, aiming to optimize state calculations that approximate

the true states. Data assimilation is pivotal for enhancing comprehension of behav-

iors across diverse earth science disciplines, encompassing meteorology, oceanography,

and hydrology [9].

This chapter predominantly focuses on the basic knowledge foundation needed

to understand the research scope and contributions. Section 1.1 introduces the IT

coupled region as the focal point of research. The research history of periodic solar

activities, the drivers of geomagnetic storms, and the categorization of storm severity

are outlined in Section 1.2. Section 1.3 describes the primary NILE phenomenon

initially observed during the October 2003 storm. Section 1.4 traces the traditional

branches of Data Assimilation (DA) algorithms, providing a comparative analysis

between existing DA algorithms and the unique DA algorithm, Estimating Model

Parameters from Ionospheric Reverse Engineering (EMPIRE), which uses a Kalman

filter to estimate the information gap between model and measurements. Lastly,

Section 1.5 provides the specific contributions of this dissertation to the EMPIRE

algorithm and its application in investigating the NILE phenomenon.
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1.1 Ionosphere-Thermosphere Coupled Region

The Earth’s atmosphere consists of the neutral atmosphere and charged par-

ticle ionosphere embedded within it. The neutral atmosphere consists of neutral

gas particles, while the ionosphere is the region where ionized gas forms [10]. The

thermosphere and ionosphere coexist within a shared altitude range, approximately

spanning from 100 [km] to 1000 [km]. The F layer at about 200-500 [km] contains

most plasma.

To simplify the dynamic modeling processes that characterize the relationship

between electron density, ions, and neutrals, O+ is assumed in this work to be the

predominant ion species in the IT coupled region and our investigation focuses on the

F region.

1.2 Geomagnetic Storm

Throughout the centuries, researchers have invested significant efforts in ex-

amining the interactions between the Sun and Earth, particularly the repercussions

of periodic solar activity. Alexander Von Humboldt observed magnetic deflection and

noted the occurrence of northern lights at high latitudes during the storm event on

December 20, 1806. Measurements of the geomagnetic field by J. Von Lamont and

Edward Sabine revealed sun-earth interactions linked to a periodic variability of the

Sun with a cycle of approximately 10.33 years. Concurrently, Heinrich Schwabe pub-

lished observations of sunspots, indicating a similar cycle of about 10 years. Swiss

astronomers Rudolf Wolf and Hermann Firtz further investigated the correlations be-

tween the frequencies of auroras and sunspots. They determined the average sunspot

period to be 11.111 ±0.038 years based on a proposed sunspot number equation

derived from empirical data dating back to the eighteenth century [11].

The initial exploration into periodic solar activity prompted a fundamental
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inquiry into the driving mechanisms behind geomagnetic storms. The first well-

documented observation of a solar flare in September 1859, famously known as the

“Carrington flare,” was published by Richard Carrington [12]. Subsequent statistical

analyses confirmed that geomagnetic storms, triggered by large solar flares, emit

intense X-rays, extreme ultraviolet (EUV), and UV radiation, leading to the ionization

of neutral particles in Earth’s atmosphere.

In the 1970s, Coronal Mass Ejection (CME) events were identified through

coronagraph observations on the OSO-7 and Skylab spacecraft. These events serve

as sources of energy release and cause interplanetary disturbances affecting Earth

[13]. The contemporary definition of CME events involves the outward flow of en-

ergetic particles from the Sun, with these particles carrying a sustained southward

Interplanetary Magnetic Field (IMF). This southward IMF is responsible for driving

geomagnetic storms on Earth [14].

To assess the energy dissipation within the magnetosphere resulting from in-

duced geomagnetic storms, various commonly used indices such as Kp, Ap, AE, and

Dst are employed. The differences in these indices are comprehensively elucidated

in [15]. In our research, we use the Disturbance Storm Time (Dst) index as a key

indicator of storm severity. The Dst index monitors the magnetic ring current and

measures magnetic activity at hourly intervals, obtainable from the World Data Cen-

ter for Geomagnetism (WDCG), Kyoto [16, 17]. When the charged particles (i.e.

electrons and protons) interact with the Earth, they generate electric currents in the

space environment that oppose to the Earth’s internal magnetic field. As a result,

the net magnetic field measured weakens due to the disturbances during geomagnetic

active periods, and can be reflected by the Dst index, which measures the deviation of

the Earth’s magnetic field from nominal state. A drop in the Dst index indicates the

decreased Earth’s magnetic field because of the increased solar activities. According
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to the classification outlined in [18], storm intensity levels can be distinguished based

on the Dst minimum values criterion, as summarized in Table 1.1.

Based on Dst values, the storm phases can be categorized as initial, main and

recovery, as indicated by the Dst value plot for storm event March 2015 in Figure

1.1. Note that the storm sudden commencement (SSC) indicates enhanced IMF in

northward direction same as Earth’s internal magnetic field [19], and SSC does not

necessarily appear for every storm event.

Table 1.1. Storm Classification [18]

Storm class Dstmin range [nT] Dstmin mean [nT]

weak -30 to -50 -36

moderate -50 to -100 -68

strong -100 to -200 -131

severe -200 to -350 -254

extreme < -350 -427

Figure 1.1. Storm phases (A: Inital, B: Main, C: Recovery) indicated by Dst example
plot for the storm event on March 2015.
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1.3 Nighttime Ionospheric Localized Enhancement (NILE)

The NILE, a storm-related phenomenon, manifests as a persistent enhance-

ment in Total Electron Content (TEC) that co-rotates over the United States Florida

region during local nighttime in the storm recovery phase. Because refractive delay

is proportional to plasma along the signal path, the geomagnetic storm of October

29-30, 2003, a noticeable 10-meter higher ranging error at Global Positioning System

(GPS) L1 frequency compared to the nighttime background ionosphere TEC was ob-

served in the mid-latitude region. Simultaneously, the tracks of Jason Dual-frequency

and Satellite de Aplicaciones Cientificas-C (SAC-C) provided measurements of verti-

cal ionospheric delay over Florida, indicating the presence of enhanced TEC in that

region [20]. Figure 1.2 depicts the regional vertical ionospheric delay map measured in

meters of L1 during the storm recovery phase at 05 Universal Time (UT), or 00 Local

Time (LT) in Florida. The NILE also manifested during storm events in November

2003 and August 2018. This involved a moderate enhancement of the F2 layer peak

electron density (Nmf2) extended longitudinally at mid-latitudes of 30◦ - 40◦ N [21].

1.4 Data Assimilation

To gain a comprehensive understanding of the Earth and its surrounding envi-

ronment, a collaborative approach involving climate models and direct measurements

is employed to investigate physical characteristics relevant to various research dis-

ciplines. In this section, I introduce model and data sources that will be used in

this work, as examples. Climate models are constructed to analyze states based on

scientific principles and empirical data. An example is the Thermosphere-Ionosphere-

Electrodynamics General Circulation Model (TIEGCM), which assumes hydrostatic

equilibrium, constant gravity, steady-state ion and electron energy equations, and

incompressibility on a constant pressure surface [22]. The model offers a global per-

spective on IT region temperatures, plasma density, and electric potential in a 4D grid
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Figure 1.2. The left figure is a regional map of Vertical Ionospheric Delay at 05
UT. The color bar ranges from 0 (blue) to 12 meters (red) of ranging delay at
L1 frequency. The shadowed black line is the Jason satellite track. The square,
triangle and circle marks are the positions of Jason at 1-min intervals. The right
figure shows the Jason vertical delay measurements below its orbit altitude as a
function of time, with respect to the satellite positions. Image credit: [20]

map (Pressure Level x longitude x latitude x time). The Whole Atmosphere Com-

munity Climate Model (WACCM) has been extended to include the thermospheric

and ionospheric dynamics, resulting in the development of WACCM-X (eXtension).

Measurements of IT parameters encompass remote sensing and in-situ tech-

niques. Remote sensing techniques involve measuring properties of emitted and re-

flected radiation at a distance from the target. For instance, the Millstone Hill In-

coherent Scatter Radar (MHISR) transmits high-power radio waves in the high-to-

ultrahigh-frequency range, providing altitudinal plasma states of temperature, den-

sity, composition, and velocity [23]. Super Dual Auroral Radar Network (Super-

DARN) is another radar network consisting of 35 high frequency radars, and provides

high-latitude convection maps in the northern and southern hemisphere [24].

DA techniques, commonly employed for optimization through the assimilation

of information from both models and measurements, consist of traditional branches
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within Bayesian-based algorithms. These branches encompass Variational, Ensemble,

and Monte-Carlo methods [25]. In the case of the variational DA algorithm linearized

observation and forecast operators are applied, along with pre-defined Gaussian un-

certainty statistics for both models and observations. This process results in the

optimized state obtained by minimizing the cost function, analogous to the Kalman

filter, at each analysis time epoch. Ionospheric Data Assimilation 4-D (IDA4D) is

a example of 3D variation algorithm that yields a spatial map of electron densities

at each time analysis epoch [26, 27, 28, 29]. The ensemble DA algorithm is adapt-

able to nonlinear systems, utilizing uncertainty statistics derived from an ensemble

of data sources. The Monte-Carlo method becomes particularly useful when deal-

ing with non-Gaussian error distributions. The Data Assimilation Research Testbed

(DART) is built based on the ensemble method that estimates statistical means and

co-variances from a group of assimilated states [30].

EMPIRE, employs a linearized electron continuity equation to explicitly com-

pute ionospheric drivers such as neutral wind and electric potential from time-varying

densities. This algorithm predominantly uses modeled information on ion density

rates and ion transport terms, applying the Kalman filter technique to generate driver

estimations at each time epoch. Recent studies on EMPIRE focused on developments

of mapping matrices and scientific investigations of the NILE as affected by neutral

winds, and also enabled to ingest neutral wind measurements [31, 6].

Table 1.2 summarizes the data assimilation algorithms related to the disserta-

tion, indicating the technique and horizontal resolution for each algorithm.

1.5 Contributions

This work asks the following research questions: 1) What methodologies

can be employed to enhance the understanding of ionospheric behavior
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Table 1.2. Data assimilation algorithms

Name Classification Horizontal resolution
[dlat x dlon]

EMPIRE Sequential 6◦ x 6◦

IDA4D Variational 1◦ x 4◦

DART Sequential 1.9◦ x 2.5◦

during geomagnetic storm periods through data assimilation? 2) What

inferences can be drawn from the research methodologies employed? 3)

How may the findings be applied to investigate the NILE phenomenon?

This dissertation is structured around these research questions, outlining four primary

contributions. The analysis period and data sources used for EMPIRE runs in this

dissertation are summarized in Table 1.3. Each contribution is introduced in the

following subsections.

Table 1.3. Contributions on EMPIRE development and application

Contribution Analysis
period

DA Measurement
source

Validation

#1 (1.5.1) 25 - 26 Aug
2018

EMPIRE SAMI3 SAMI3

#2 (1.5.2) 16 - 18 Mar
2015

EMPIRE SAMI3/IDA4D,
SuperDARN

SuperDARN,
MHISR

#3 (1.5.3) 16 - 18 Mar
2015

EMPIRE,
DART

SAMI3/IDA4D

#4 (1.5.4) 25 - 26 Aug
2018

EMPIRE SAMI3 SAMI3

1.5.1 Reconstruction of representation error covariance in Kalman filter.

In this work we quantify the representation error of EMPIRE using a simulated

truth experiment, and evaluate EMPIRE performance by comparing to that simulated

truth. Sami is Also a Model of the Ionosphere (SAMI3) [32] serves as the background

climate model and pseudo-measurements for the EMPIRE observation system. This
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configuration allows the data assimilation inputs to be self-consistent between each

other and with the validation data. For both the quiet period on 25 August 2018 and

subsequent storm on 26 August 2018, the EMPIRE estimation of ion drifts is better

at low-to-mid geomagnetic latitudes, with mean error up to 10 [m/s] during quiet

time and 40 [m/s] during storm time. For the high latitude (±60◦ to 87◦), the mean

errors exceed 50 m/s and variances up to 200 [m/s], and the relative errors are higher

than the “truth.” At latitudes of ± 87◦, the large errors are attributed to a boundary

effect. The field-parallel neutral wind estimation mean errors at high latitudes are

up to 5 [m/s] during quiet time and 10 [m/s] during storms. However, the neutral

wind mean errors peak near ± 20◦ latitudes, with larger uncertainties, then converge

to 0 approaching higher latitudes. By conducting this study, we define a method for

obtaining the representation error covariance for future use of EMPIRE with SAMI3

as background.

1.5.2 Augmentation of SuperDARN ion drift measurements to EMPIRE.

During geomagnetic storms, the capabilities of current climate models predicting

ionospheric behavior are notably limited, primarily due to the disruptive influence of

strong solar disturbances. In this study, a new augmentation method is evaluated in

which ion drift measurements are assimilated into EMPIRE for March 2015 storm

event. GNSS-based TEC measurements are assimilated using IDA4D, in conjunction

with the SAMI3 first-principles background model. In the primary setup, plasma

densities from IDA4D/SAMI3 are temporally differentiated and assimilated into EM-

PIRE. The ion drift measurements augmented to the new method are obtained from

Super Dual Auroral Radar Netowrk (SuperDARN) sites in the mid-to-high latitude

region of the northern hemisphere. To validate the implementation outcomes from

comparing the cases of with or without ingesting ion drifts, independent data sources

are used as the validation datasets.
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1.5.3 NILE phenonmenon investigation via EMPIRE and WACCM-X

+ DART algorithms. NILE is a plasma enhancement sometimes observed in

the local nighttime during significant geomagnetic storms, often over Florida. To

investigate the physical mechanisms that might contribute to this phenomenon, we

use EMPIRE, assimilating plasma density rates, to estimate the mid-latitude electric

potential and the ion drifts associated with it. For this study, the 17 March 2015

storm is investigated because it has ion velocity measurements from various locations

available for ingestion and for validation. Furthermore, we investigate the geographic

east-north-up components of the ion velocity from the EMPIRE outputs in the F

region above Miami, Florida, to examine whether the proposed theories of the pre-

reversal enhancement and polarization terminator might be contributing factors to

the NILE.

1.5.4 Kalman smoother implementation in EMPIRE. In this study, we are

updating the Kalman filtering technique to a filtering/smoothing coupled technique

to test whether it can improve the analysis of ionospheric driver estimations. The

filtering/smoothing technique analyzes the ionospheric drivers recursively in a time

forward and backward sequence. Since all measurement and model information is

available to access for a past storm event, EMPIRE can update the state vectors (i.e.

ion drifts and neutral winds in EMPIRE), using the past and “future” data to yield

the optimized estimations with the loop closure process. To be consistent with the

preliminary study of the EMPIRE performance, we select the analysis time to be

25-26 August 2018, and validate the coupled technique with the primary case of only

using the Kalman filter. If it is proved that the coupled technique can improve the

ion drift calculations, future studies of the NILE could investigate the ion motion in

the Florida region using the filter/smoother.
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CHAPTER 2

TECHNICAL BACKGROUND

2.1 Kalman filter

The EMPIRE algorithm utilizes the Kalman filter to iteratively estimate the

optimal state vector in a linear dynamic system, incorporating noisy measurement

inputs. Eq. (2.1) represents the measurement update in the Kalman filter at each

time step k. In this text, δxk represents the true state vector, Hk is the mapping

matrix that maps the state vector to the same physical variable as the measurement

vector zk, and ϵk denotes the measurement noise from the instruments. This noise is

assumed to follow a normal distribution with a mean value of 0 and a variance of Rk.

zk = Hkδxk + ϵk, ϵk ∼ N (0, Rk) (2.1)

Referring to the derivation of the Kalman filter in [33], we begin by defining

two state vectors at each time step k: the estimated state vector after the measure-

ment update, denoted as δx̂+
k , and the estimated state vector prior to the measure-

ment information, denoted as δx̂−
k . Assuming that δx̂+

k can be expressed as a linear

combination of δx̂−
k and the measurement vector zk, the linear gains for the prior-

measurement state estimation vector and the measurement vector are represented by

K′
k and Kk, respectively, in Eq. (2.2)

δx̂+
k = K′

kδx̂
−
k +Kkzk (2.2)

The post-measurement state error vector, denoted as e+k in Eq. (2.3), is defined
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as the difference between the estimated state vector δx̂+
k and the actual state vector

δxk.

e+k = δx̂+
k − δxk (2.3)

The prior-measurement state error vector e−k in Eq. (2.4) defines the gap

between the actual state vector δxk and the estimated prior-measurement state vector

δx̂−
k .

e−k = δx̂−
k − δxk (2.4)

By substituting Eq. (2.2) and (2.4) into Eq. (2.3) and rearranging the equa-

tion, the relationship between the post-measurement state error vector e+k and the

prior-measurement state error vector e−k is represented as Eq. (2.5).

e+k = (KkHk +K′
k − I)δxk +K′

ke
−
k +Kkϵk (2.5)

By computing the expectation value of the post-measurement error vector as

given in Eq. (2.5), the desired optimal condition is the expectation value of the

post-measurement error vector being 0. Similarly, the expectation value of the prior-

measurement error vector is also 0. This is attributed to the fact that the measure-

ment error vector follows a normal distribution with a mean value of zero, making

the expectation value of the measurement error vector 0 as well.

E[e+k ] = (KkHk +K′
k − I)︸ ︷︷ ︸

0

E[δxk] +K′
k E[ek|k−1]︸ ︷︷ ︸

0

+Kk E[ϵk]︸ ︷︷ ︸
0

= 0 (2.6)

For the condition of Eq. (2.6) to be satisfied, the formulation of K′
k in terms
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of Kk can be expressed as follows:

K′
k = I−KkHk (2.7)

Plugging Eq. (2.2) into Eq. (2.3) and replacing K′
k with I−KkHk, the

expression for e+k can be redefined as:

e+k = (I−KkHk)δx̂
−
k +Kk(Hδxk + ϵk)− δxk

= (I−KkHk) (δx̂
−
k − δxk)︸ ︷︷ ︸

e−k

+Kkϵk (2.8)

The definition of the post-measurement state error covariance matrix P+
k ac-

cording to Eq. (2.8) is as follows:

P+
k =E[e+k e

+T
k ] = (I−KkHk)P

−
k (I−KkHk)

T +KkRkK
T
k

P−
k =E[e−k e

−T
k ] (2.9)

The objective is to minimize the trace of the post-measurement error covari-

ance in order to obtain the optimized estimated state vector. This involves taking

the gradient of the trace of P+
k with respect to Kk [33]:

d(TraceP+
k )

d(Kk)
= −2(HkP

−
k )

T + 2Kk(HkP
−
kH

T
k +Rk) (2.10)

Equating (2.10) to 0, the expression for the optimized gain, known as the

Kalman gain, can be derived as presented in Eq. (2.11).

Kk = P−
kH

T
k (HkP

−
kH

T
k +Rk)

−1 (2.11)
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By rearranging Eq. (2.2) and Eq. (2.9) and incorporating the derived Kalman

gain Kk from Eq. (2.11) and the measurement gain K′
k from Eq. (2.7), the posterior

state estimate δx̂+
k and posterior covariance matrix P+

k can be revised to incorporate

the measurement information, as indicated in (2.12) and (2.13).

δx̂+
k = δx̂−

k +Kk(zk −Hkδx̂
−
k )P

+
k (2.12)

P+
k = (I−KkHk)P

−
k (2.13)

In the subsequent time step k+1 of the process, the update for the true state

vector δxk+1 follows a Gauss-Markov procedure as outlined in Eq. (2.14). Here,

Φk represents the state transition matrix, and ηk is the process noise vector, which

follows a normal distribution with an error covariance of Qk.

δxk+1 = Φkδxk + ηk, ηk ∼ N (0, Qk) (2.14)

The predicted prior-measurement state vector δx̂−
k+1 (Eq. (2.15)) and co-

variance matrix P−
k+1 (Eq. (2.16)) at k + 1th time epoch are defined:

δx̂−
k+1 = Φkx̂

+
k , (2.15)

P−
k+1 = ΦkP

+
kΦ

T
k +Qk (2.16)

Figure 2.1 is the Kalman Filter that is implemented in the EMPIRE algorithm and

recursively calculates the optimized estimations. The initial state δx̂−
1 and covariance

matrix P−
1 are computed from the background modeled values as inputs to obtain

the Kalman gain at first time epoch Kk and k=1. Then the posterior state δx̂+
k

and covariance P+
k are calculated and stored at that epoch. At next time step, the

prior state δx̂−
k+1 and covariance P−

k+1 are updated by the state transition matrix Φk
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and feed in to the Kalman gain calculation, and finish the loop for the designated

evaluation time period.

Figure 2.1. A flowchart of Kalman filtering loop. The initial inputs, x̂−
1 and P−

1 ,
represent the state vector and state covariance at the beginning of the process. The
observation matrix is denoted as Hk. The matrices P+

k and P−
k represent the post-

measurement and prior-measurement state error covariances at the k-th time epoch,
respectively. Correspondingly, δx̂+

k and δx̂−
k represent the post-measurement and

prior-measurement estimated state vectors. The measurement vector is denoted as
zk, with Rk as the measurement error covariance matrix and Qk as the process
error covariance matrix at time step k. Additionally, ΦK represents the state
transition matrix. At the time step of k + 1, x̂−

k+1 is the prior-measurement state
estimate, and P−

k+1 is the prior-measurement state covariance.

2.2 Ion continuity equation

To simplify the dynamic modeling processes that characterize the relationship

between electron density, ions, and neutrals, O+ is assumed in this work to be the

predominant ion species in the IT coupled region and our investigation focuses on the

F region. Assuming an equal number of electrons and ions, with dominant ions being

O+, a valid assumption for the F-region ionosphere, the ion continuity equation is

represented by Eq. (2.17). This equation describes, ∂N
∂t
, the time rate of change of
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electron density N in a finite volume.

∂N

∂t
= aprod + aloss︸ ︷︷ ︸

Source terms

+ ∇ · (Nv⃗)︸ ︷︷ ︸
Convective terms

(2.17)

The source terms include the production rate aprod and loss rate aloss of the

ion species. The convective term involves the divergence ∇ of the electron density

N dotted with the ion velocity v⃗. Ion velocity can be categorized into two compo-

nents: (1) Ion transport in the presence of electric and magnetic fields. (2) Ion drag

due to collisions between ionized and neutral species. In the first category, when a

charged particle is subjected to magnetic and electric fields that are perpendicular to

each other, the ion transport involves circular gyrations, and the direction of drift is

determined by the cross product of the two fields. This type of drift is referred to as

“E × B” drift, and v⃗ is the motion of the guiding center, averaging out gyrational

motion.

Figure 2.2. Ion and electron drifts due to uniform perpendicular electric and magnetic
fields [34].

The formulation of the E × B drift v⃗⊥ is given by:

v⃗⊥ =
E⃗ × B⃗

||B⃗||2

=
−∇(V )× B⃗

B2
(2.18)
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Based on Eq. (2.19), ion drag due to the neutral wind dynamo v⃗N can be

mathematically modeled in relation to the ratio of ion-neutral collisions to gyro fre-

quency ρ+. This modeling assumes the absence of an electric field, and the sole

driving force is the magnetic field [35]. Here, b̂ represents the magnetic field normal

vector, and u⃗ is the neutral wind.

v⃗N =
1

1 + ρ2+

(
ρ2+u⃗+ ρ+u⃗× b̂+ (u⃗ · b̂)b̂

)
(2.19)

In the F-region, where ρ+ << 1, the ion drag can be further simplified. It is

important to note that its direction is along the magnetic fieldline.

v⃗N = (u⃗ · b̂)b̂

Other transport drivers that align with the magnetic field include gravitational

v⃗grav and diffusive v⃗dfsn effects [36]. We assume that E⃗ parallel to B⃗ cannot be

sustained because charges would rapidly move unimpeded to make the field line an

equipotential. Therefore, the ion motion in the magnetic field-parallel direction v⃗∥ is

obtained by summing:

v⃗∥ = u⃗+ ⃗vdfsn + ⃗vgrav (2.20)

Upon decomposing the convective terms into the field-perpendicular and field-

parallel directions, Eq. (2.17) is expanded to:

∂N

∂t
= aprod + aloss −∇ · (Nv⃗⊥)︸ ︷︷ ︸

aexb

−∇ · (Nv⃗∥)︸ ︷︷ ︸
a∥

(2.21)
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Figure 2.3. (a) Representations for Magnetic field and geomagnetic coordinates. Ge-
omagnetic coordinates are denoted in red text, East-North-Up are labeled as m̂E,
m̂N , and m̂U respectively. Field coordinate axes are in field-perpendicular zonal
(⊥̂z), field-parallel (b̂), and field-perpendicular meridional (⊥̂m) directions. Rota-
tion angle is the inclination angle I between m̂N and b̂. (b) Representation for
magnetic and geographic coordinates, and geographic East-North-Up are denoted
by ĝE-ĝN -ĝU in blue. The declination angle I is between m̂N and ĝN .

2.3 EMPIRE

2.3.1 Coordinate transformation. EMPIRE spatial grids are constructed on

geomagnetic coordinates, and the previous subsection 2.2 introduced the leading ion

continuity equation in magnetic field coordinates, in which ion velocity is decomposed

to two vectors: one in the magnetic-field-perpendicular plane and align with the

magnetic field lines. The vector in the magnetic-field-perpendicular plane includes

two components of zonal and meridional direction, with the field-perpendicular zonal

same as geomagnetic east direction. Fig. 2.3 (a) shows the geomagnetic coordinates

of east, north and up directions, labeled in red text as m̂E, m̂N , and m̂U respectively.

The field-perpendicular zonal and meridional directions are noted in black text (⊥̂z

and ⊥̂m correspondingly). Inclination angle I is the angle between magnetic field-

align unit vector b̂ and m̂N , and is a positive angle for fieldlines pointing toward the

Earth. The transformation matrix is formulated in Eq. (C.1) in Appendix C.1.

Another important transformation is from geomagnetic to geographic coor-
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dinates, because data are often provided in geographic coordinates. Figure 2.3 (b)

indicates that geographic up unit direction (ĝU) is same as m̂U , and geographic north

and east are labeled in blue text, ĝN and ĝE respectively. The declination angle D

measures the rotation angle between ĝN and m̂N , and positive D indicates m̂N points

east of ĝN (Figure 2.3 (b) shows positive D). The rotation matrix is constructed in

Eq. (C.5).

2.3.2 System setup. Substituting Eq. (2.18) and Eq. (2.20) into Eq. (2.21) and

rearranging the terms, the electron density rate is reformulated as Eq. (2.22).

∂N

∂t
− (aprod + aloss + adfsn + agrav + au + aexb︸ ︷︷ ︸

a0

) = δau + δaexb. (2.22)

The sum of terms obtained from the background models is denoted as a0.

From the background models, the terms adfsn and agrav are the transport terms due

to the diffusive and gravitational effects, respectively. The modeled transport due to

the neutral wind effect and ExB drift are au and aexb, respectively. In the equation,

δau and δaexb are the corrections to be estimated in the EMPIRE algorithm. We stack

the equations from all grid points together to build a system of equations, denoted

with bold text, for the EMPIRE linear system:

∂N

∂t
− a0 = δau + δaexb (2.23)

The difference between electron density rate and background modeled terms,

on the left side of Eq. (2.23), is treated as the observation vector z∂N/∂t in Eq.

(2.24). The state δx consists of coefficients for a spherical harmonic electric poten-

tial corrections and coefficients for a vector spherical harmonic representation of the

neutral wind corrections [37, 38]. The linear observation matrix H maps the state



21

vector δx to the the sum of neutral wind and ExB correction terms δau, δaexb. The

measurement error term in the Kalman filter equation is ϵ.

z∂N/∂t =
∂N

∂t
− a0 = Hδx+ ϵ (2.24)

As the velocity is separated into two components parallel and perpendicular

to the magnetic field, the observation matrix H and state vector δx are composed

of two block matrices: Electric potential mapping matrix HV for δxV, neutral wind

mapping matrix Hu for δxu in Eq. (2.25). For the neutral wind mapping matrix Hu,

obtained from the vector spherical harmonics expansion and its associated coefficients

δxu, the full description can be found in [39]. The matrix Hv is formed in three steps:

(1) taking the negative gradient of δV to form δE⃗, (2) crossing that δE⃗ with the B⃗0

to form ExB correction drift denoted as δv⃗⊥, and (3) computing the divergence for

the correction transport term δaexb. For the full expression for Hv, please refer to

[37].

z∂N/∂t =

[
HV Hu

]δxV

δxu

+ ϵ (2.25)

For EMPIRE, the error covariance is user-defined relying on the assumption

of a Gauss-Markov process. Three assumptions are made: (1) The mean value of

error is 0. (2) The error terms are Gaussian distributed with finite variance. (3) Each

distinct error term is uncorrelated. Based on these assumptions, the error covariance

matrice for electron density rates R is diagonally distributed as the mathematical

representation shown in Eq. (2.26). Here k refers to the analysis time epoch, to be
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used in the Kalman filter.

zk = Hkδxk + ϵk, ϵk ∼ N (0, Rk) (2.26)

At the next process time epoch k + 1, the state vector δxk+1 can be updated

as a Gauss-Markov process expressed in Eq. (2.27). The state δxk at time k is the

stack of coefficients for electric potential δxV and neutral wind δxu.

δxk+1 = Φkδxk + ηk, ηk ∼ N (0, Qk) (2.27)

Φk is the state transition matrix, while ηk is the normally distributed pro-

cess noise vector with the same assumptions as for measurement noise. The state

transition matrix Φk is defined by an exponential function with respect to process

time difference, and τ is a predefined time constant representing the measurement

information decay speed.

Φk = exp(−tk+1 − tk
τ

)I

The covariance of the process noise Qk is the user-defined background model

covariance matrix P0.

Qk =

(
1− exp(−tk+1 − tk

τ
)

)2

P0 (2.28)

here the background model covariance matrix P0 is derived in Appendix B.3.
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2.3.3 The modeling of ExB ion motion. Recall the field-perpendicular com-

ponent of ion motion in Eq. (2.18). For it, we review the formulation of δv⃗⊥ here

from the work of [37], as it will be needed in later sections. The field-perpendicular

correction ion drift δv⃗⊥ is calculated from the cross product of the negative gradient

of electric potential correction δV by EMPIRE and modeled magnetic field B⃗0, in

Eq. (2.29):

δv⃗⊥ =
−∇(δV )× B⃗0

B2
0

(2.29)

Earth’s internally generated magnetic field B⃗0 is modeled with the Interna-

tional Geomagnetic Reference Field (IGRF-11) [40], and is largely dipolar. The equa-

tion for a dipole field line in units of Earth radii Re is:

L(r, θ) =
r

Re sin
2 θ

(2.30)

and is referred to as the “L shell”. The calculation of L-shell L(r, θ) is defined by

Eq. (2.30), in which r is the radial distance, and θ is the centered dipole co-latitude.

In EMPIRE, we model the correction electric potential δV as being constant along

a field line, assuming plasma flow is unrestricted along the field line. As a result

the potential is a function of only two independent variables: L-shell L and centered

dipole longitude ϕ.

The correction electric potential δV is modeled in EMPIRE using a spherical

harmonic expansion [6]:

δV (u(L(r, θ)), ϕ) =
lmax∑
l=1

l∑
m=1

Nm
l Pm

l (u)[xlm
c cos(mϕ) + xlm

s sin(mϕ)] (2.31)

In the harmonic expansion, Nm
l is the normalization factor, and Pm

l is the Legendre
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polynomial, of degree l and order m [37]. The function u is defined in EMPIRE as:

u(L(r, θ)) = −1 +
2

Lmax − Lmin

(L(r, θ)− Lmin) (2.32)

In Eq. (2.32), Lmin and Lmax refer to the minimum and maximum L-shell numbers

for the fitting domain. By using the mapping function in Eq. (2.32), the L-shell

span of the estimation domain is mapped to the interval u : [−1, 1] [6], over which

Legendre polynomials are orthogonal [41].

The coefficients xlm
c , xlm

s from Eq. (2.31) are stacked to form column array δxV,

consisting of a sub-array of the cosine coefficients xlm
c and of the sine coefficients xlm

s :

δxV ≡

xlm
c

xlm
s

 (2.33)

The correction perpendicular velocity components at a single location are

mapped to centered dipole spherical coordinate components by the block matrices

H⊥r, H⊥θ, H⊥ϕ. A correction is made to the first derivative of Pm
l (u) for ExB drift

correction δv⃗⊥ is derived in A.1. The detailed derivation of the mapping matrices is

reviewed in Appendix B.5.

δv⃗⊥ =


δv⊥r

δv⊥θ

δv⊥ϕ


=


H⊥r

H⊥θ

H⊥ϕ


[
δxV

]
(2.34)

The block matrix form of the observation system in Eq. (2.25) is the simplest

over-determined system of EMPIRE. The solutions for correction electric potential
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and neutral winds are indirectly estimated from observations of plasma density rate,

usually derived from primarily GNSS TEC. However, when measurements of the

drivers themselves are available, the system can be augmented. EMPIRE was aug-

mented with block matrices to include direct measurements of the neutral winds, to

improve the estimation of neutral winds themselves [42].

2.4 Storm-related phenomenon

For each storm, the solar wind conditions and geomagnetic indices provide

general characteristics. In this work, Ap and Dst indices [nT ], proton density [cm−3],

solar wind speed [km/s], and the y and z components of the interplanetary magnetic

field [nT ] in the geocentric solar magnetospheric coordinates (GSM) will be used

for describing geomagnetic characteristics. Similar to hourly Dst index, Ap index is

the measure of the general level of geomagnetic activity over the globe for a given

(UT) day in 3-hour cadence [15], and both indices are provided by the World Data

Center (WDC) for Geomagnetism, Kyoto [43, 1]. The solar wind was described by

the proton density and velocity measurement of incoming plasma flow. The GSM y

and z components of local IMF strength indicate Earth’s response to solar activity.

The solar wind parameters are archived from the Advanced Composition Explorer

(ACE) science center operated by Caltech [2]. ACE was launched on August 25th,

1997 with six high-resolution spectrometers by NASA [44]. The solar wind is mea-

sured by the Solar Wind Electron, Proton, and Alpha Monitor (SWEPAM), and the

onboard magnetometer (MAG) provides the Earth’s magnetic field strength. The ob-

tained data is processed by the ACE Science Center and distributed to the research

community. On February 2015, the National Oceanic and Atmospheric Administra-

tion (NOAA) Deep Space Climate Observatory (DSCOVR) mission was launched

onboard with the PlasMag suite, which includes the solar wind monitoring plasma

(Faraday Cup) and magnetometer instruments, the Earth-observing NIST Advanced
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Radiometer (NISTAR), and the Earth Polychromatic Imaging Camera (EPIC) [45].

The DSCOVR mission provides IMF and solar wind characteristics for NOAA space

weather predictions, starting from June 2015. Hence, the storm that occurred after-

wards is described from DSCOVR data [46, 3].

2.4.1 NILE. During certain geomagnetic storms, a distinct region of heightened

TEC at northern midlatitudes has been consistently observed, co-rotating with the

Earth during the late evening hours, typically from around 18:00 LT to 24:00 LT. This

phenomenon is referred to as the NILE. The compact nature of NILE poses challenges

to differential GNSS augmentation systems that aim to ensure user integrity. In

the initial identification of this phenomenon, initially termed the “Florida effect,”

ground-based multi-frequency GNSS measurements were collected from nearly 400

receivers. These measurements were then used to generate Vertical Total Electron

Content (VTEC) maps for the extreme storm in October 2003 [20]. The concentration

of TEC and its persistent nature prompted the development of the Extreme Storm

Detector in the Federal Aviation Administration (FAA) Wide Area Augmentation

System (WAAS) for aircraft navigation [47].

A study of the NILE during the August 2018 and November 2003 storm events

utilized the data assimilation tool IDA4D [26] coupled with the ionosphere model

SAMI3 [32]. This study revealed the evolution of NILE in terms of occurrence time

and region, supported by GPS and ionosonde validations [21]. In comparison to the

more concentrated and severe mid-latitude effects observed during the October 2003

storm, the mid-latitude events in August 2018 and November 2003 were found to

be less spatially extensive and less intense in density. This raised the question of

whether the effects observed during these storms could be classified as NILE. To

gain a deeper understanding of the driving mechanisms behind NILE, it is crucial to

assess major ionospheric factors during storm periods, including electric fields and
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neutral winds that contribute to ion drift motion. In order to better characterize the

NILE phenomenon, efforts are being made to identify the underlying electromagnetic

mechanisms that give rise to it. One proposed explanation for the formation of

NILE is the concept of the polarization terminator [48]. The polarization terminator

incorporates theories related to the pre-reversal enhancement (PRE) [49] and the

equatorial ionization anomaly (EIA) [50], particularly those associated with the dusk

terminator. This combination generates an electric field and induces plasma drifting

mechanisms during storm times. [31] validated neutral wind meridional behaviors

might be a contributing factor EIA asymmetry related to NILE phenomenon.

Figure 2.4. A simplified representation of plasma drifts (blue arrows) under the
PRE effect. The orange curves indicate magnetic field lines. Blue arrows are the
directions of plasma motion, given by the cross product of electric field (green) and
magnetic field (orange). Dayward of the dusk terminator, the plasma is uplifted
and diffuses along the magnetic field-lines. Downward motion is induced on the
night side of the terminator.

2.4.2 Pre-reversal Enhancement (PRE). PRE phenomenon takes place at low

magnetic latitudes and involves an eastward electric field that intensifies before sun-
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Figure 2.5. A simplified plot of the polarization terminator. The dusk terminator
is drawn at the 100 km shadow height. The field lines passing through the dusk
terminator in the southern hemisphere are marked as yellow dots. Due to the pen-
etration of electric field during the storm time, the tracing points of the field-lines
are also presented as the yellow dots in the day time. The polarization terminator
is defined by connecting the yellow dots.

set, followed by a westward electric field after dusk. PRE enhances the EIA, which is a

daily scenario that equatorial plasma is transported and accumulated at the magnetic

latitudes of ±20◦ [51]. The pre-dusk eastward electric field uplifts the equatorial iono-

sphere to altitudes 100 kilometers or more above its typical position. Subsequently,

as the plasma drifts upward, it diffuses along the magnetic field lines, typically within

± 15-20 degrees off the dip equator, a region known as the Appleton anomaly [52]. As

the sunset terminator progresses, the conductivity in the E region decreases, leading

to a downward plasma motion for the remainder of the nighttime and attenuating

the Appleton anomaly phenomenon [49]. While the Appleton anomaly is a common

occurrence, the PRE involves a stronger eastward field, resulting in more uplift than

usual. During storms, it has been suggested that extreme uplift may occur, man-

ifesting as a “super-fountain” effect, as observed during the “Halloween” storm in

November 2003 [53]. Figure 2.4 provides a simplified illustration of the plasma drifts

associated with the PRE mechanism.
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2.4.3 Polarization Terminator (PT). PT illustrated in Figure 2.5 is defined as a

distorted dusk terminator, determined based on the E-region shadow height at either

end of the field line corresponding to 100 km [54]. The PT delineates the electric field

driving mechanism, causing the plasma to drift upward. This induces a westward

electric field on the west side of the PT and directs the motion toward the polar

region on the east side of the PT [48]. According to [21], the plasma is hypothesized

to be transported into the American sector due to the upward and poleward motion

induced by the PT, potentially contributing to the NILE phenomenon. Our objective

is to investigate whether westward and poleward (i.e., northward) motion is observed

in the vicinity of NILE.
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CHAPTER 3

REPRESENTATION ERROR COVARIANCE MATRICES IN EMPIRE KALMAN
FILTER

This chapter was previously accepted by AGU Space Weather journal for publication [4].

Space weather forecasting is extremely desirable for alerting about geomag-

netic storms, since forecasts can give operators of technological systems affected by

space weather time to react to minimize the impact of these events. Data assimi-

lation algorithms combine regional measurements with global background models to

improve estimation and forecasting of a state, and can be used for space weather

analysis.

Data assimilation methods have been developed to study the ionosphere. Dif-

ferent studies [55, 56, 57, 58, 59, 60, 61, 62] have estimated the ionospheric density by

ingesting GNSS global TEC measurements. The application of particle filter in Assim-

ilative Canadian High Arctic Ionospheric Model (A-CHAIM) provides high-latitude

ionosphere from ingesting slant TEC data from ionosondes and GNSS receivers, and

vertical TEC from JASON-3 altimeter [63]. Global TEC measurements is also in-

gested to update the background model International Reference Ionosphere (IRI)

[64]. [65] developed IRI Real-Time Assimilative Mapping (IRTAM), which also up-

dates IRI in real time but by ingesting Global Ionospheric Radio Observatory (GIRO)

data.

Efforts to estimate the plasma drivers in the coupled IT system, e.g. neutral

winds and ion drifts, have been used before too. [66] updates the model TIEGCM by

ingesting thermospheric temperatures. Additional examples of data assimilation algo-

rithms are Assimilative Mapping Ionospheric Electrodynamics (AMIE) algorithm [67],
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Assimilative Mapping of Geospace Observations (AMGeo) [68], and the DART [30].

The Active Magnetosphere and Planetary Electrodynamics Response Experiment

(AMPERE) applied to Iridium measurements improved the comparison of magnetic

perturbation data from LEO satellite constellations [69]. [70] ingest ICON measure-

ments of the neutral winds to update the outputs of the system WACCMX+DART.

[71] also updates this model by ingesting GOLD thermospheric temperatures. The

previous algorithms ingest measurements of the plasma or neutral parameters them-

selves to improve the model estimations. These measurements in some cases are less

plentiful than, for example, global TEC measurements. There have been studies of

data assimilation algorithms that estimate the plasma drivers by ingesting global TEC

measurements, such as GAIM-FP (Full Physics) model [59, 72]. [73] have developed

the Thermospheric Wind Assimilation Model (TWAM), that updates the winds from

GAIM-FP at low and mid-latitudes.

There are different sources of error in data assimilation systems in general, such

as the assumption of unbiased errors, the inaccuracy of the background climate models

used, or the errors of the observations. Understanding, modeling, and quantifying

the different uncertainties associated with data assimilation algorithms is necessary

for the optimal use of the method [74]. By specifying the observation and model

error statistics correctly, the states obtained from data assimilation algorithms can

be further improved to capture atmospheric variabilities [75].

Errors of methods focused on studying the IT have been analyzed for specific

assimilation methods. [59] have studied the model error of the GAIM-FP model.

[76] and [77] study the model systematic bias of the TIEGCM algorithm and of a

four-dimensional local ensemble transform Kalman filter (4D-LETKF) respectively.

Calibration of the background climate models was analyzed by [78]. A method to

estimate and account for the model error was also developed by [79].
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Different studies to assess how well data assimilation algorithms work have

been conducted. [80] analyzes the impacts of model, background and observation

error produced by a data assimilation algorithm using a variational error estimation

method [81]. [82] and the references within analyzed a method to determine the

systematic model bias in ensemble Kalman filters.

One of the main challenges in data assimilation is to characterize the errors

from discrepancies between observations and the physics-based model used in the

data assimilation algorithm to describe them [83]. This error includes the represen-

tation error, which describes the error of using a discrete physical model that is not

able to represent all the scales [84] and all the physical processes and dynamics of a

system [85]. [85] describes 3 main sources for the representation error: errors due to

different scales represented in the observations and the model, due to the observation

operator used to convert measurements into state space, and due to quality control

or pre-processing of observations. Specifically, [85] defines pre-processing error as

distinct from measurement errors by being due to obtaining derived quantities from

the instrument measurement, such as retrieval of atmospheric variables from satellite

radiance.

Note that this contribution ties work begun in Chapter 4 of [31], to literature

review and error statistics. The goal of this study is to define a method to, and then

quantify, the representation error of an IT data assimilation algorithm that estimates

electric potentials and neutral winds globally from density rates. We focus on the

algorithm EMPIRE [86], which estimates the ionospheric convective drivers of neutral

wind and electric potential by ingesting global electron density. Input densities have

typically been derived from another data assimilation algorithm: IDA4D [58], which

ingests primarily GNSS TEC measurements, and interpolated onto EMPIRE grid for

ingestion. The ingesting spatial data processed from another algorithm instead of raw
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measurements includes reducing the interpolation or extrapolation errors. EMPIRE

estimations might be biased due the sparsity of raw measurements, if the information

gap source was not on a global scale. EMPIRE separates the estimation of the drivers

from the estimation of plasma density, allowing EMPIRE to have a more robustly-

conditioned observation operator.

In previous work [87, 88, 89, 90], the drivers have been estimated and stud-

ied during different geomagnetic events, but they have not focused directly on an

assessment of the error of the estimations. [38] transitioned from using power series-

based neutral wind basis functions to vector spherical harmonics. In that work,

the representation errors were not considered, and the model error covariances were

pre-processed and fixed as constants. The goals of the analysis in this work are to

incorporate representation error in the EMPIRE filter and to give context to future

conclusions made from interpreting the outputs.

The governing equation in EMPIRE is the ion continuity equation of ionized

atomic oxygen (O+), as this ionized species primarily dominates the F layer ionosphere

in which plasma density peaks. The EMPIRE observation equation is a simplification

of the behavior that excludes chemistry, as well as momentum and energy physics of

the plasma. This reduction of the physics to the ion continuity equation and finite

state basis functions will each introduce a representation error in the algorithm. The

objective of this work is to quantify the representation error and then analyze how

well EMPIRE, by reducing the observation operator to the ion continuity equation

for one species, is able to predict the global ionospheric drivers.

To achieve the objective we use a self-consistent source that supplies both the

background model and simulated measurements that EMPIRE assimilates, as well

as the validation “truth” with which to compare the resulting estimates. A perfect

representation of the ionosphere to use as this source does not exist, but we will use
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a background model as if it were, and it will be considered as our “truth.” The self-

consistent physics model that we use is the SAMI3 algorithm [91]. SAMI3 models

the ionosphere by solving the continuity and momentum equations of seven different

ion species (H+, He+, N+, O+, NO+, N+
2 and O+

2 ) and the energy equations of

three of them (H+,He+ and O+). Comparing the results to the chosen self-consistent

model, we see how well the EMPIRE simplification of considering only the ion con-

tinuity equation captures the dynamics. This comparison and characterization of

the representation error will help us understand the strengths and limitations of the

data algorithm. The methodology can then be applied in future runs to concurrently

estimate a more accurate error covariance.

Section 3.1 discusses representation error estimation and algorithm perfor-

mance analysis for this study. Section 3.2 describes the synthetic data used to run

the EMPIRE algorithm as well as the configuration parameters for EMPIRE. Anal-

ysis of the EMPIRE results is shown in Section 3.3. Section 3.4 presents the main

conclusions.

3.1 Representation error covariance re-construction

Observation error is an essential component that needs to be well-defined in

the data assimilation algorithm. Other than the measurement error that might be due

to the surrounding environment and instruments, [85] also noted that because of the

representation error, which is associated with unresolved scales and the observation

operator, there should be another error term in the modeling of observation error

covariance R. Figure 3.1 conceptually explains the relationship between the real

physical system H(x) (“Real world”), linear approximations Hx̂ (“Model world”)

and corresponding measurements y in the observation space. The error between true

and modeled variables is the representation error ϵrep with error covariance Rrep. The

measurement error between the truth and measured quantity y is denoted as ϵmsmt
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with error covariance Rmsmt. The sum of these two error sources is the observation

error ϵ in data assimilation with covariance R, as in Equations (3.1)-(3.2).

Figure 3.1. Conceptual relationship among the real world, model world, and the
corresponding observations. Photo images are retrieved from [92]. The real world
is described by true state x transformed by the relationship H, modeled variables
are the estimated state vector x̂ mapped by the linearized transformation matrix
H, and y is the measurement vector. The difference between the true and modeled
world are represented in error ϵrep (black). The difference between the true world
and the measurement is measurement error ϵmsmt (green). The sum of these errors
is the observation error ϵ (orange).

ϵ = ϵrep + ϵmsmt (3.1)

R = Rrep +Rmsmt (3.2)

In previous EMPIRE implementation [31], we neglected the representation
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error, so ϵrep and Rrep were zero. [31] did the representation error quantification

for EMPIRE performance, but did not formulate the error source into the algorithm

implementations. In the present study, we consider both the representation error

ϵmsmt and the measurement error ϵrep in the EMPIRE framework. These errors are

assumed to follow a normal distribution and have error covariances Rmsmt and Rrep,

respectively.

The representation error ϵrep distributed with Rrep in the present study will

be analyzed numerically. Let δx be the true state, which may be infinitely long.

The unresolved scales arise from truncating δx to be discrete and finite δx. Let H

be the “true” relationship to the true state, which may be a non-linear function or

have unknown physics. The matrix H is a linearization of the known relationships

in H that by definition does not include unknown physics and may even leave some

known physics unmodeled. In EMPIRE, the linearization of physics model and the

assumption of a single ion species of O+ in EMPIRE algorithm setup should also be

attributed to the observation error ϵ. Specifically, the [93] model is used to specify

the production, loss, gravity and diffusion effects (aloss,0, aprod,0, v⃗grav,0 and v⃗dfsn,0)

in EMPIRE. The representation error ϵrep that we want to characterize for the data

assimilation algorithm EMPIRE comes from the discrepancy between the true obser-

vation H(δx) and an estimate Hδx̂ (see Figure 3.1) from the ion continuity equation:

ϵrep = H(δx)−Hδx̂

In general use, we cannot knowH(δx) exactly. However, in this work, we create

a simulated truth to approximate the representation error due to the observation

operator and unresolved states, and we treat the pseudo-observation z as the “truth”

H(δx). Let us assume the error ϵrep is normally distributed with representation error
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covariance Rrep:

ϵrep = z−H(H†z) (3.3)

Rrep = diag[(std(ϵrep))
2] (3.4)

where the estimate of δx̂ is calculated with the Moore–Penrose inverse operator is

denoted with the super-scripted dagger.

Since the electron density rates are assumed to be exact from a self-consistent

source, the electron density rate error covariance matrix is considered to be zero.

Rmsmt = Ra0 + RN︸︷︷︸
0

(3.5)

Independently from the setup of observation error covariance R, the P0 [38]

was constructed with pre-processed (i.e., before the EMPIRE Kalman filtering) back-

ground model variance thereby losing any time-dependent variation. In this study,

the model covariance P0 for this study is reformulated in B.3, concurrently updating

the model information to the EMPIRE system.

In the analysis of how EMPIRE performs, after numerically quantifying ϵrep,

Rrep and P0 as inputs to the EMPIRE Kalman filter, the true values are com-

pared with the ion drifts and neutral wind estimated from δx̂+
k . For an individual

component in field-perpendicular zonal and meridional, and field-aligned directions

vi = {v⊥,z, v⊥,m, u∥}, our “truth” is known and the residual in the velocity space ϵvi

can be characterized by comparing the estimates v̂i to the original values that are

self-consistent with the data that were ingested:

ϵvi
= vi,true − v̂i (3.6)
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where ϵvi
is the analysis error of each individual component vi. For ExB drifts

(vi = {v⊥,z, v⊥,m), which are projected from ion drifts in geomagnetic radial (v⊥,r),

co-latitudinal (v⊥,θ) and longitudinal (v⊥,ϕ) directions, and v̂i is the sum of EMPIRE

correction δvi and model calculation vi,0. For neutral wind vi = {u∥}, the analysis

error ϵvi is the EMPIRE correction alone because Horizontal Wind Model (HWM) 14

neutral wind serves as the background model inputs and the validation truth, and is

projected onto the field-parallel direction.

3.2 Experimental setup

The goal of this study is to quantify the representation error in density rate

space as Eq. (3.3), in which H is the mapping function from coefficients to time-

differenced density dN
dt

, and z is the gap between measurements and modeled electron

density rates. Another goal is to analyze the performance in velocity space ϵvi
in

Eq. (3.6) in response to different geomagnetic activity levels, for a quiet day and a

storm day. To do this we use a self-consistent source to provide the measurements N ,

and background a0. The self-consistent source used to estimate the representation

error ϵrep of EMPIRE in this study is SAMI3. The magnetic field is provided by

the IGRF model [91] and the electric field is solved with a potential solver derived

from current conservation [94]. The ion drift is calculated self-consistently with the

solved perpendicular electric field in the low to mid-latitude region of the ionosphere.

At high latitudes, SAMI3 uses the [95] model. The neutral winds are obtained from

HWM14 [96], including DWM (Disturbance Wind Model) when the Kp index reaches

a certain threshold. The neutral properties are characterized by the NRL-MSISE00

model [97]. The continuity and momentum equations of seven different ion species

(H+, He+, N+, O+, NO+, N2 and O+
2 ) and the energy equations of three of them

(H+, He+ and O+) are used to represent the ionosphere. In summary, SAMI3 is

driven by Weimer, HWM14 and NRLMSISE00 just as EMPIRE’s background is.
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Figure 3.2. Solar wind and geomagnetic conditions 25-26 August 2018. (a) Ap and
Dst indices in units of nT, represented by red and blue lines, respectively. The raw
data used for subplot (a) is obtained from World Data Center for Geomagnetism
[43]. (b) Proton density in units of cm−3 and solar wind speed in km/s, shown by
red and blue lines, respectively. (c) Interplanetary magnetic field y and z compo-
nents in GSM coordinate, in units of nT. The vertical green line at 18 UT August
25th separates the quiet period from the storm period being investigated. The raw
data for subplots (b) and (c) are obtained from DSCOVR satellite observations [3].
The horizontal dashed line indicates 0 nT in (a) and (c).

A case that is primarily a quiet day is selected for this study, 25 August 2018,

and the subsequent day is selected as a storm day. Figure 2 plots (a) the Ap and Dst

indices, (b) the solar wind density and speed, and (c) IMF By and Bz components for

these dates. Given the classification by [98], a quiet-minor event corresponds to an

Ap index between 0−20 nT while indices from 30−50 nT corresponds to a moderate

storm. The Ap index reaches values higher than 20 nT between 17 UT and 18 UT,

and afterward the index starts to increase, indicating that the geomagnetic storm

starts to develop. Figure 3.2 also indicates that 18 UT is the beginning of the main

phase as the Dst index drops below zero. The interplanetary magnetic field Bz turns

southward reaching -10 nT at 17 UT. We consider the storm time period as being

after 18 UT on 25 August 2018.
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SAMI3 values of the electron density N at altitude range from 100 km to 3000

km will be used as the pseudo-measurements in the data assimilation algorithm. The

electron density N from SAMI3 is then finite differenced to obtain the electron density

rate ∂N/∂t, that EMPIRE ingests. Also, in EMPIRE we use the same background

models that SAMI3 uses, to make all the sources that EMPIRE ingests consistent

with SAMI3. The IGRF-11 model [99] is used to describe the magnetic field B⃗0.

The neutral wind is modeled by the updated HWM14 [96]. The neutral properties

will be given by the NRL-MSISE00 model as in SAMI3. Also, the electron and ion

temperature are provided by the IRI model, instead of by the SAMI3 output values,

as they were not available for the chosen cases. The temperatures are inputs to

the calculation of collision frequency, diffusion coefficient and loss term in the ion

continuity Equation (Eq. (2.21)) of the Kirchengast model [86, 89]. The impact of

ion temperature variations is negligible to calculations of the loss term [86, 100]. It is

shown in Appendix B.4 that the diffusion coefficient and collision frequency are not

very sensitive to a change in these temperatures, so using IRI instead of SAMI3 will

not change the EMPIRE estimation.

A block diagram of how SAMI3 is fed in and subsequently compared to EM-

PIRE is shown in Figure 3.3. We run EMPIRE with the newly derived observation

covariance R as defined in Eq. (3.2), with Rrep formulated by treating the difference

between SAMI3 electron density rates and background modeled values as z in Equa-

tion (3.4). The Rmsmt is only due to the error source of background models Ra0.

Large uncertainties are expected for model outputs during storms, thus Ra0 in Eq.

(3.5) is assumed to be 70 percent of the sum of background modeled values a0.

Ra0 = 70%a0

Note that Ra0 is assumed to be a diagonal matrix in this study. We acknowledge that
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ionospheric states are highly correlated [101], such as strongly divergence-free flow at

high latitudes [102] and spatially correlated neutral densities and temperature [103].

In a realistic setting, Ra0 should be constructed with off-diagonal terms indicating the

spatial and temporal correlations between states. One reason for our simplification

is that the background models only yield global values at each time epoch, without

providing information on the standard deviation and correlation. Another reason to

assume that Ra0 is a diagonal matrix in this work is to reduce the computational cost

of matrix inversion. However, the setup of diagonal error matrices in a Kalman gain

calculation can lead to biased weight on the innovation vector (zk − Hδx̂−
k ) in Eq.

(2.12), and loss of information in state correlation, which yields less optimal estimates

of posterior state δx̂+
k .

After adjusting the error covariance, the correction state δx̂ is estimated by

the Kalman filter, and EMPIRE estimated ion drifts are compared with the ion drifts

from the sum of SAMI3 and Weimer for validation purposes, since Weimer supplies

the high-latitude electric potentials and SAMI3 solves for electrodynamics in the low-

to-mid latitudes. The estimated neutral wind correction Fuδx̂u [38] is compared with

u produced by HWM14 model since SAMI3 is driven by HWM14.

The difference ϵvi between the EMPIRE-estimated drivers and the SAMI3

values will be computed using Eq. (3.6) to assess mean and standard deviation of the

representation error in velocity space of EMPIRE.

A global analysis is performed using a grid of magnetic co-latitude θ between

3 and 177 degrees with a resolution of 6 degrees, magnetic longitude ϕ between -180

and 180 degrees with a step of 6 degrees and altitude h between 200 km and 500 km

with a step of 50 km. The grid has 12810 points at each time step. The analysis

period spans 48 hours starting at 0 UT on 25 August 2018 at 15-minute increments.
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Figure 3.3. Block diagram of EMPIRE representation error quantification relative
to SAMI3 as the self-consistent truth source. The electron density rate ∂N/∂t
is obtained from the electron density N from the SAMI3 model, and the time-
differencing error is ϵ∂N/∂t, counted as one component of measurement error. An-
other measurement error ϵa0 is due to the background modeled term a0, which is
modeled by Weimer, HWM14, IRI and MSIS. The gap between ∂N/∂t and a0 is
treated as the measurement vector. The representation error ϵrep is analyzed as an
error source in observation error ϵ. Errors are color-coded to correspond to their
roles in Figure (1).

Once the filter is configured as described, the state is estimated with EMPIRE

at each time step using Equations (2.12) and (2.15). Then the estimated ion drifts

and neutral winds are obtained at every grid point for the desired period of time.

To assess the effects of representation error on the ion drifts, we compare

our results to the SAMI3 drift output following Eq. (3.6) in the perpendicular-to-

the-magnetic-field zonal and meridional component directions. The zonal mean of

the difference between the background (Weimer) plus EMPIRE estimate and SAMI3

values of the two components, perpendicular meridional ϵ̄v⊥m
and zonal ϵ̄v⊥z

to the

magnetic field line direction, will be shown over time and magnetic latitude at an

altitude of 300 km.
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ϵ̄vi(θ; t) =
1

nϕ

ϕ=180∑
ϕ=−180

ϵvi(θ, ϕ; t) (3.7)

where ϵvi is the representation error in velocity space defined as each element of in Eq.

(3.6), the magnetic longitude step is 6 degrees and the number of magnetic longitudes

used in the EMPIRE grid is nϕ = 61.

For the neutral wind estimation, the parallel-to-the-field neutral wind is de-

composed into geographic east and north. In this work the geographic east transport

due to neutral wind is assumed 0 (i.e. not corrected) because in general field lines are

oriented largely in the meridional plane. To study the neutral wind representation

error we will compare our results to the HWM14 model, as it is the neutral wind

input that SAMI3 uses, also following Eq. (3.6). The geographic meridional direction

is analyzed using the zonal mean difference between the estimation and the values

from HWM14 that drove SAMI3, of the component, which will be projected onto

the field-parallel direction ϵ̄u∥ as EMPIRE only observes neutral wind parallel to the

magnetic field lines. They will also be calculated at the altitude of 300 km. The

zonally averaged difference for all of the terms will be calculated at each time and

magnetic colatitude using Eq. (3.7).

The mean and standard deviation of the difference between the estimation of

each of the components of the drivers and the model SAMI3 will also be calculated

to assess the representation error in the EMPIRE velocity space, which will be easier

to interpret than ϵrep in density rate space. They will be calculated over magnetic

latitude by taking the zonal mean µϵvi
(θ) and the standard deviation σϵvi

(θ) over

longitude and time:

µϵvi
(θ) =

1

ntimes

tf∑
t0

ϕ=180∑
ϕ=−180

ϵvi(θ, ϕ; t)
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Zonally averaged difference ǭvi(θ; t) [SAMI3 - EMPIRE]
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Figure 3.4. Zonally averaged differences between SAMI3 and EMPIRE correction of
ion drifts in the (a) field-perpendicular zonal and (b) field-perpendicular meridional
directions. The red vertical line separates the quiet and storm periods: 00 UT to
18 UT August 25th is the quiet period, and 18 UT August 25th to 00 UT August
27th is the storm period.

σϵvi
(θ) =

(
1

ntimes

tf∑
t0

ϕ=180∑
ϕ=−180

[ϵvi(θ, ϕ; t)− µϵvi
]2

)1/2

where ntimes is the number of time steps. During quiet time ntimes = 72, t0 =0 UT

on 25 Aug, and tf =18 UT on 25 Aug. For the storm period, the error statistics are

calculated similarily, with t0 =18 UT August 25th, tf =24 UT August 26th, giving

ntimes = 120.

3.3 Results

To characterize the representation error as projected into velocity space ϵvi ,

we study the difference between EMPIRE and SAMI3 outputs over time over the

whole global region, and we also study the dependence of the results on latitude.

Figure 3.4 shows the zonally averaged ion drift difference ϵ̄vi of Eq. (3.7) over time

in the (a) perpendicular zonal direction and in the (b) perpendicular meridional di-
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Figure 3.5. The time averaged ion drift relative errors on a log base-10 scale versus
geomagnetic latitude are presented in (a) field-perpendicular zonal direction and
(b) field-perpendicular meridional direction. The horizontal dashed line in (a)
and (b) indicate that the relative error is 100%. The time-averaged error µϵvi(θ)
and standard deviation σϵvi(θ) between SAMI3 and EMPIRE corrected ion drifts
versus magnetic latitude are plotted in the field-perpendicular (c) zonal and (d)
meridional directions. The horizontal dashed line indicates 0 velocity components.
The figure (c) inset plot zoom in on the mean error at the low-to-mid latitudes.
For all of the subplots, the vertical black line is the 0◦ latitude line. Quiet and
storm time error statistics are plotted with blue and red lines, respectively.
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rection between EMPIRE results and SAMI3 “true” values. The perpendicular zonal

direction coincides with the magnetic ϕ̂ direction. Positive values, in yellow, indicate

EMPIRE+Weimer model is smaller than SAMI3+Weimer modeled values. Negative

values in blue indicate overestimation by EMPIRE compared to the SAMI3 values.

The parallel ion velocity is not shown, as the ion drift is only seen in the field-

perpendicular field direction. We consider the quiet time interval as lasting until 18

UT.

In the perpendicular zonal direction, Figure 3.4 (a), the error is small at low-

to-mid latitudes up to around ±60◦ magnetic. The magnitude of ϵ̄vi(θ; t) increases

dramatically poleward 60◦, which indicates that EMPIRE does not provide as accu-

rate zonal ion drift information in the high latitude bands. The estimation in the

perpendicular meridional direction, shown in the Figure 3.4b, is close to the model

SAMI3 values, as the error is close to 0 m/s in almost all regions except at bound-

ary latitude of ±87◦. We can see a higher disagreement saturating at the boundary

latitudes of ±87◦ over time.

Figure 3.5 plots the relative errors µϵvi(θ) on a log10 scale at each latitude band

in the (a) perpendicular zonal and (b) perpendicular meridional directions. The blue

and red lines represent quiet time and storm time error statistics, respectively. The

dashed line at 0 indicates errors that are 100% of the reference truth. As latitude

increases in the low-to-mid latitude region (within ±60◦), the relative error for the

perpendicular-zonal and perpendicular meridional directions increases from 50% to

100% during quiet time, and 30% to 100% during storm time for perpendicular zonal

direction and 5% to 100% for the perpendicular meridional direction. As hinted at

in Figure 3.4, the relative errors at the boundary latitudes of ±87◦ are clearly off by

orders of magnitude. This is likely a boundary effect of mapping latitudes to L-shell

in the spherical harmonic fitting. The values at the 87-degree latitude will be removed
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in the subsequent plots to maintain a legible plotting scale.

The time-averaged mean error µϵvi(θ) with standard deviation σϵvi(θ) as error

bars are shown in two directions, Figure 3.5(c) field-perpendicular zonal and Figure

3.5(d) field-perpendicular meridional. Figure 3.5(c) plots zonal drift errors at two

scales: for the latitude region within ±60◦, the mean errors calculated for quiet time

and storm time are bounded within the magnitude range of 20 m/s. For the high

latitude region beyond ±60◦, the mean zonal errors exceed 50 m/s. Also, the storm

time variance is larger than the quiet time. These trends also hold in the perpendicular

meridional direction (Figure 3.5(d)) but absolute speeds are smaller overall. While

the absolute errors appear larger in Figure 3.5(c) and 3.5(d) at the northern high

latitudes than the southern, Figure 3.5(a) and 3.5(b) show that the relative errors are

comparable in both hemispheres.

The EMPIRE results if ϵrep is neglected are shown in Appendix B.5 inclusion

of ϵrep is necessary for EMPIRE performance. From Figure 3.5 it is evident that

EMPIRE corrections in the region where the magnetic latitude exceeds ±60◦ deviate

more from SAMI3 outputs for both quiet and storm periods. For a closer examination

of high latitudes, we show in Figure 3.6 the electric potential contours in the northern

hemisphere in geographic coordinates, at six epochs: 8 UT, 12 UT, 16 UT on 25

August and on 26 August. Local noon is at the top of each subplot. Solid contour

lines indicate EMPIRE estimates and dashed lines are SAMI3 contours. The color

scale indicates kV but its span is specific to each plot. Due to the boundary latitude

saturation of errors previously discussed, the contours are only plotted up to 81◦

geomagnetic, marked by a gray circle.

During storm periods (right column), the peak potentials of SAMI3 + Weimer

and EMPIRE + Weimer are almost collocated, with slight variations in contour align-

ment. During the quiet time (left column) on 25 August, particularly at 8 UT and



48

Figure 3.6. The northern hemisphere electric potential contour maps are plotted at 8
UT, 12 UT, 16 UT on August 25th (left) and 26th (right) in geographic coordinates.
The EMPIRE-corrected outputs (i.e. EMPIRE +WEIMER) are plotted with solid
color contours, and SAMI3 electric potentials driven by WEIMER are plotted with
dashed color contours. The grey circle indicates our EMPIRE plotting limit of 81◦

magnetic. The dusk and dawn sides are denoted on the left and right of circle
correspondingly. The colorbar indicates kilo-Volts.
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12 UT, the EMPIRE corrected contour lines are noticeably displaced from SAMI3.

In both Figures 3.5 and 3.6, significant errors at high latitudes are observed

in the ExB drifts and electric potential when compared to the EMPIRE corrections.

A number of potential factors could influence these discrepancies in high-latitude

estimations: The expansion used to estimate the potential field, described in [90],

models the electric potential as constant along a dipole magnetic field line. This hy-

pothesis becomes inaccurate around geomagnetic latitudes of 60 − 70 degrees, when

L-shell reaches values of 10 [90]. Also, the magnetic field lines at high latitudes are

“open,” not represented in the dipole model. The increasing error in the EMPIRE

estimations with respect to the model SAMI3 around these magnetic latitudes may

be due to this hypothesis not being true in these locations. Another consideration is

the grid mismatch between EMPIRE and SAMI3 at high latitudes. SAMI3 runs on

the non-orthogonal field-aligned magnetic apex coordinate extending to 87 degrees of

magnetic latitude [104, 105], and the outputs are transformed onto geographic coor-

dinates with 2.5-degree resolution. Then the outputs are interpolated and ingested

by EMPIRE in a uniform horizontal resolution of 6 degrees in geomagnetic coordi-

nates. This disparity in resolutions may also contribute to larger errors observed near

the magnetic poles. Another contributor might be due to the fact that [106] is the

background electric potential model in EMPIRE but [95] drives SAMI3, but this is

likely to be small compared to the other factors.

EMPIRE estimates the neutral wind contribution to the electron density change

simultaneously with the ion drifts. Figure 3.7(a) shows the zonally averaged error of

the field-parallel meridional neutral wind in comparison with the model HWM14 val-

ues, ϵ̄u from Eq. (3.7), over time. Figure 3.7(b) shows the mean error µϵu∥ and

standard deviation σϵu∥ of EMPIRE corrected field-parallel neutral wind over lati-

tudes over quiet time (blue) and storm time (red). From Figure 3.7(a), EMPIRE
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(a) Zonally averaged differences ǭu‖(θ; t) [EMPIRE]
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(b) Time-averaged neutral wind mean error µǫu‖(θ) and sigma σǫu‖(θ) [EMPIRE]

Quiet time

Storm time

Figure 3.7. (a) Zonally averaged difference of neutral wind in the field-parallel direc-
tion from EMPIRE corrections ϵ̄u∥(θ, t) across analysis time. The red vertical line
separates the quiet and storm periods. (b) Time-averaged EMPIRE field-parallel
neutral wind mean errors µϵu∥ and standard deviations σϵu∥ as a function of mag-
netic latitude.

overestimates the neutral wind in the northern hemisphere, and yields opposite re-

sults for the southern hemisphere. A hemispheric bias in the quiet time is seen in

Figure 3.7(b), as the time-averaged mean error peaks are equal but opposite at ±40◦.

The mean error line is shaped like a sinusoidal wave, and converges to 0 approaching

the magnetic poles during quiet time. The storm time-averaged neutral wind mean

error yields different behaviors in the southern hemisphere compared to the quiet

time.

We find the errors peaks at mid-latitudes because the measurement vector z fed

into EMPIRE. Shown as Figure 3.8, which describes zonally averaged values at each

latitude line during storm (red) and quiet time (blue) at 0808 UT, the information

vector z feed into EMPIRE is more deviated from each other at Southern hemisphere,

that contributes to the neutral wind driver calculations. In addition, we compare the

same UT time on the quiet day and storm day: 0807 UT on August 25th and 26th.
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Figure 3.8. 300 KM zonally averaged (a) information gap z =
∂N

∂t
(b) model total

transports a (c) electron density rate
∂N

∂t

A global geomagnetic map of the information gap (
∂N

∂t
− a0) at these two times is

plotted as Figure 3.9 bottom and top, respectively. A large difference between storm

(top) and quiet time (below) is visible in the blue and yellow regions, as can be seen

by scanning across the +50 deg latitude line in both plots.

Ion continuity is a scalar equation at each point, which means that total trans-

port is not inherently directional decomposed. The decomposition and assumptions

on motion due to the ExB drifts and neutral wind are made in our formulation of

EMPIRE. Near the magnetic poles, the horizontal wind is largely perpendicular to

the magnetic field-lines, thus no component from EMPIRE corrections to horizontal

wind modeling is projected onto the field-parallel direction. However, in the low-to-

mid latitude region, the EMPIRE calculations of neutral wind are highly impacted

by the vector projection, and coordinate transformations might be contributing to

the error, as EMPIRE only corrects the parallel transport in the geographic north

direction. It is also possible that, because the correlation information is neglected
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Figure 3.9. 300 KM altitude map of information gap z =
∂N

∂t
− a0 on (a) August

26th 0807 UT, (b) August 25th 0807 UT.
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in favor of diagonal covariance matrices in the interest of algorithmic simplicity, the

Kalman filter yields biased results.

In this investigation, we analyzed the representation error for a quiet day fol-

lowed by a storm day. As the Moore-Penrose inverse operator in representation error

covariance calculation Eq. (3.4) is the least squares fitting process, various represen-

tation error values may be expected under different conditions. These variations can

be due to factors such as solar activity levels and seasonal effects, introducing noise

and changing the patterns in z that are then used in the fitting process. For example,

the sudden change in zonally averaged differences at 00 UT August 26th in Figure 3.4

and Figure 3.7a also indicates notable daily change in estimations from day to day.

This is due to the inputs to measurements and background modeled values from one

day to the next. SAMI3 is driven by daily F10.7 indices, and the HWM is driven by

daily F10.7 and Ap indices. Thus, the day-to-day, especially quiet-to-storm, change

produces large input gaps, which leads to a sudden change in EMPIRE estimates.

A comprehensive analysis of multiple periods under diverse conditions is beyond the

scope of this work, but would be necessary to reveal the relationship between repre-

sentation error and the other possible influencing factors.

Other limits on extrapolating conclusions from this study can be attributed

to factors such as the model assumptions and simplification of physical processes. As

a data assimilation algorithm based on the Kalman filter, EMPIRE is designed to

analyze ionospheric drivers separately from electron density data associated with a

single ion species of atomic oxygen. We also neglected spatial correlation information

by diagonalizing the error covariance matrices. Furthermore, since EMPIRE cor-

rectes the geographic meridional wind, errors can arise from the Kalman filter setup

representing the ion continuity equation. This is because the electron density rate

is a scalar quantity and does not differentiate between the ExB effect in magnetic
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coordinates and the neutral wind effects in geographic coordinates.

Despite these challenges, we find the functionality of EMPIRE in calculating

ion drifts and neutral winds from O+ rate information quite promising at low-to-mid

latitudes. Other assimilative methods, such as the ensemble Kalman filter or particle

filter, may resolve the issue of specifying error covariance matrices in calculations but

could come at the cost of reduced computational efficiency. Additionally, the state

vector’s length [90×1] for neutral wind and ion drift is not overly large for the Kalman

filter to handle. Moreover, we believe that the Kalman filter’s performance can be

further enhanced in the future by: (1) re-scaling the error information at high latitudes

compared to low-to-mid latitudes, (2) incorporating spatial correlation information

between various states, and (3) revising the mapping matrices to explicitly project the

transport onto field-perpendicular and field-parallel directions. These enhancements

and considerations have the potential to mitigate some of the limitations found in

our current approach.

3.4 Conclusion

The goal of this study was to analyze the uncertainties of the EMPIRE data

assimilation method: how precise the model is in estimating the ionosphere with

just the ion continuity equation from O+, compared to a more complete ionospheric

model, SAMI3. We first quantified the representation error in EMPIRE estimation

of ionospheric drivers (neutral winds and ion drifts) during quiet and storm time,

formulated in Section 3.1. Then EMPIRE ingested electron densities provided from

SAMI3, which is the self-consistent model used for this analysis as well as the obser-

vation source and then the truth comparison.

We investigated the ionosphere behavior during 25-26 August 2018, so that all

the inputs in EMPIRE were self-consistent with SAMI3. The effect of neglecting ϵrep



55

were shown in Appendix B.4 and show inclusion of ϵrep is needed. Latitude-dependent

error statistics in response to geomagnetic activity level were shown. The ion drift

estimations from EMPIRE were compared to SAMI3 ion drifts, as the estimated

results were expected to be close to the modeled values. We showed that EMPIRE

is able to estimate the ion drifts with smaller errors at low and mid geomagnetic

latitudes. In the perpendicular-zonal direction, storm time ion drift errors are found

to be limited to a magnitude of 50 m/s, while during quiet times, they remain below

25 m/s in the low-to-mid latitude region. In the perpendicular-meridional direction,

both storm and quiet time ion drift errors are confined within a range of ± 10 m/s. As

anticipated, it is noted that the variance of storm time errors is greater than that of

quiet times. The simplification to use the ion continuity equation only is good enough

at the low-to-mid latitude region, as the main component of the representation error

is due to the fitting done to model the potential field with basis functions.

The field-parallel neutral wind estimation have lower errors at high and low

latitudes, peaking at mid-latitudes. At the location of ±40◦N , the EMPIRE neutral

wind mean error reaches the maximum magnitudes and opposite signs during quiet

times. In the southern hemisphere, the time-averaged neutral wind error in the field-

parallel direction during a storm exceeds that observed during quiet times. Storm-

time neutral wind correction error bars are larger than quiet time in general, which

implies the neutral wind during storm time is less precise than quiet time. It is due

to the enhanced storm-time ionospheric variability than quiet time, leading to larger

error statistics incorporated into the algorithm during storm periods.
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CHAPTER 4

NEW AUGMENTATION OF SUPERDARN ION DRIFT MEASUREMENTS TO
EMPIRE ALGORTIHM

During geomagnetic storms, the Earth’s ionosphere-thermosphere (IT) cou-

pled region undergoes drastic variation in its composition and dynamics. One phe-

nomenon, the storm enhanced density (SED), is often observed in the mid-latitude

and sub-auroral region on the dayside, then convects sunward and extends into higher

latitudes [107]. The SED sometimes extends poleward as a tongue of ionization (TOI)

across the polar cap from the day-side to night-side, and possibly into high altitudes

[108]. [109] collected measurements from multiple incoherent scatter radars (ISRs),

a high-latitude convection map from the Super Dual Auroral Radar Network (Su-

perDARN), and plasma parameters from Defense Meteorological Satellite Program

(DMSP) to infer a global view of this storm-related ionospheric behavior. Supported

by TEC and convection maps, [110] proposed the motion-driving mechanism for the

SED to be an enhanced poleward electric field.

Because of an insufficient number of sites and measurement errors, a global

map of ion drifts is challenging to obtain solely from the measurements. SuperDARN

measurement-based convection maps are one example that aims to provide high-

latitude convection patterns [111, 112]. Climate models are also limited in their

accuracy due to the storm disturbance processes that are still not fully understood

[113]. Assessment of models is ongoing [114], and prediction methods should be

assessed by appropriate metrics [115].

Data assimilation (DA) approaches are used to optimally calculate the iono-

spheric drivers, combining model information with prior estimates of ionospheric

drivers at each time epoch and updating the calculation with available measurements
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recursively. DA techniques can be used to optimize the calculations by ingesting

both information from models and measurements. The traditional branches of DA

algorithm include variational, sequential or hybrids methods [116]. For each analysis

time epoch, the variational (4D-Var) DA algorithm requires linearized observation

and forecast operators, as well as pre-defined Gaussian uncertainty statistics for the

models and observation, then yields the optimized state from minimizing the cost

function. The sequential DA algorithm, based on Bayes’ theorem, yields the opti-

mized state calculations based on the optimized gain calculations using the defined

error statistics. The sub-branhes of sequential DA algorithm include the conventional

Kalman filter, Ensemble filter, and Monte-Carlo method (i.e. particle filer).

One solution to the challenge of predicting storm-time IT behavior has been

to leverage measurements that are plentiful, i.e., GNSS TEC. Over the past two so-

lar cycles, multi-frequency GNSS measurements have grown to form the backbone of

ionospheric TEC imaging. The plentiful nature of these measurements has changed

our view of the ionosphere from a single point of sensing to a global view of plasma,

continuously changing over time. The IDA4D is a variational method that solves for

the log of electron density from satellite and ground-based measurements [26, 117].

Another variational DA algorithm that has been developed is the Global Assimila-

tive Ionospheric Model (GAIM) developed by the University of Southern California

and Jet Propulsion Laboratory (USC/JPL) [118, 119, 120]. GAIM-USC/JPL uses a

physics-based model derived from the University of Sheffield model, which solves the

ion continuity and momentum equations for one ion species O+ [121]. This algorithm

decomposes the ion motions into the field-parallel and field-perpendicular compo-

nents and solves the O+ density. Coupling with the band-limited Kalman filter and

4DVAR technique, it ingests the line-of-sight TEC data by the GPS occultation re-

ceivers on board six FORMOSAT-3/COSMIC satellites and two hundred GPS ground

receivers, the equatorial ExB velocity estimation was improved with validating the
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ISR measurements at Jicamarca Radio Observatory [122, 123].

The Global Assimilation of Ionospheric Measurements Full Physics (GAIM-

FP) is an ensemble-based DA developed by the Utah State University (USU), initially

coupled with the reduced state Kalman filter then altered to the ensemble technique

[124, 125]. It is updated to assimilate in-situ measurements from DMSP satellites,

occulatation data from the six COSMIC satellites, GPS TEC from ground-based re-

ceivers, and electron density profiles from ionosondes, enables the calculations of neu-

tral wind and electric fields at low-to-mid latitudes [126]. The ionospheric dynamics

and electrodynamics-data assimilation (IDED-DA) model is also an ensemble-based

DA algorithm, that assimilates the magnetic field differences measured by 92 ground

magnetometers, cross-track drift velocities from DMSP satellites and LOS velocities

from nine SuperDARN radars, to analyze the ionosphere and electrodynamics param-

eters [127, 128].

The ability to observe IT density changes also allows us to investigate what

causes the changes in plasma density over time. Neutral winds are an important driver

of ionospheric plasma through collisional and drag effects. As mentioned before,

electric fields are also important, particularly at high and low magnetic latitudes,

where they give rise to significant plasma “E cross B” drifting in a direction that is

perpendicular to both Earth’s magnetic field and any electric field present. Together,

these are significant contributors to storm-time global plasma redistribution in the

ionosphere.

If and when ion drift measurements are available, they indicate the presence

of electric fields perpendicular to the magnetic field. AMIE develops a high-latitude

convection pattern by ingesting SuperDARN measurements, magnetometer stations,

and DMSP satellites [129, 130, 131]. AMGeO is in the process of integrating geo-

spatial data with ground-based measurements which includes SuperDARN line-of-
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sight ion velocities [132].

This work presents a sequential DA algorithm that directly ingests the ion

velocity measurements by ground-based instruments to investigate the ionospheric

drivers. EMPIRE is a variational DA algorithm we have developed [36] focused on

estimating the drivers of neutral wind and electric potential explicitly in a global or

regional setup, primarily via the ion continuity equation of O+. It primarily ingests

the IDA4D-estimated electron density rates and outputs corrections to neutral winds

relative to a background model and corrections to electric potential that give rise

to ExB drifts. EMPIRE algorithm was then modified to ingest neutral wind mea-

surements from Fabry-Perot Interferometers (FPI) at multiple locations, to improve

the driver calculations [42]. Spherical harmonics for electric potential were derived

and used for global correction electric fields [37]. It was noted that errors increases

pole-ward of 60o [4]. [39] developed a vector spherical harmonic expansion to globally

map the neutral winds. By also assimilating drift measurements into EMPIRE, we

will have a more direct measurement of the quantity of interest (the electric field), al-

though fewer of them than plasma density since radars are more sparsely distributed

globally than GNSS receivers.

Our objective in this work is to assimilate ion drift measurements from Su-

perDARN sites for estimating the ionospheric physical drivers, and to study the

importance of data pre-processing to smooth out data noise. The storm event on

March 17th 2015 is selected, for which strong westward zonal drifts were measured

with the Millstone Hill Incoherent Scatter Radar (ISR) [133]. We investigate the ef-

fect of EMPIRE implementations augmenting ion drift measurements, and compare

the results with the baseline configuration of ingesting electron density rates for this

storm event. The IDA4D algorithm, using background model SAMI3, provides the

electron density rates as the majority of the measurements assimilated.
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The new mapping matrix for ingesting the SuperDARN measurements is de-

rived in Section 4.1. Section 4.2 describes the methodology for assessing the impact of

drift assimilation into EMPIRE, along with the experimental configurations of data

inputs and error covariance. The results comparing ion drifts calculated from three

experimental setups, and from the SAMI3 background model are presented in Sec-

tion 4.3. Discussion in Section 4.4 interprets EMPIRE’s capabilities of computing the

ionospheric drivers globally.

4.1 Ingestion of line-of-sight ion drifts

During storm time, ionospheric velocities obtained from background models

may not accurately describe plasma motion. The EMPIRE algorithm was developed

to reduce the gap between background models and measured ion velocities, enabling

a more accurate perspective on plasma behavior. In previous work, the EMPIRE

algorithm ingested 630.0 nm Fabry–Perot interferometer (FPI) neutral wind obser-

vations and showed the improvement in the estimation of neutral winds [42]. By

analogy, in this work we test whether the estimate of electric potential giving rise

to ion drifts can be significantly improved by assimilating the difference between Su-

perDARN coherent scattering radar measurements of ion velocity from background

model drift values directly into EMPIRE. By extending the application of the Kalman

filter in EMPIRE, the gap ion velocities zvel are stacked with the plasma density rates

z∂N/∂t, potentially enabling better specification of the ionospheric electric field. The

augmented linear system is expressed as:

z∂N/∂t

zvel


︸ ︷︷ ︸

z

=

HV Hu

Hvel 0


︸ ︷︷ ︸

H

δxV

δxu


︸ ︷︷ ︸

δx

+

 ε

εvel


︸ ︷︷ ︸

ϵ

(4.1)

where 0 is a block matrix of zeros in the coefficient matrix. The augmented linear
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system is then used to estimate δx via Kalman filter of Eq. (2.26).

Section 2.3.3 defined δxV in Eq. (2.33) and δv⃗⊥ in Eq. (2.34) for this new

study in which we augment the EMPIRE observation array with direct measure-

ments of ion velocity. In Eq. (4.1), the observation zvel is a subarray of length j of

measurement-model differences of ion velocity, made within estimation time interval

dt stacked with the subarray z∂N/∂t. The matrix Hvel maps the coefficients δxV for

the correction potential δV in Eq. (2.31) that yields the ExB ion drift onto the obser-

vation space. The observation locations do not have to coincide with the grid points

used in the EMPIRE continuity equation. The measurements from SuperDARN in

zvel will depend on the data product projection used, for which we compute the az-

imuth angles and magnitudes of the LOS ion velocities for formulating the mapping

matrix Hvel. The measurement noise is εvel from the instrument data providers of

the ion drift.

Because there are two levels of data product—the raw fits to auto-correlation

function, named “fit” data, and the gridded data of fits after outlier removal “grid”—

the mapping matrix Hvel will differ slightly. The ion velocities from the fit data sets

provide geographic locations, from which we must compute the geographic bearing

angle between the line-of-sight direction and geographic north. Then the velocity

components in EMPIRE geomagnetic coordinates are calculated from the coordinate

transformations. The geomagnetic bearing angles are provided directly in the gridded

data.

In the rest of this section, we define Hvel for the two data product types,

by projecting the vector ExB drift difference δv⃗⊥ onto the velocity measurement for

each element of zvel. With coherent scatter radar, the measured line-of-sight (LOS)

velocity vector lies entirely in the field-perpendicular plane. Figure 4.1(a) shows the

measured ion velocity v⃗l (positive for motion away from the radar) as perpendicular
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Figure 4.1. (a) A 2D view of one SuperDARN line-of-sight (LOS) ion drift vector
measurement v⃗l, indicating it is perpendicular to the field-aligned direction (b̂ in
black).(b) A 2D view showing v⃗l decomposition in the field-perpendicular zonal (⊥̂z

in black) and field-perpendicular meridional (⊥̂m in black) frame, with b̂ pointing
into the page. The bearing angle between v⃗l and ⊥̂m is denoted as α. (c) A
2D view of coordinate transformation between field and geomagnetic coordinates
and the sharing axes are ⊥̂z and geomagnetic east (m̂E in red) is out of page. The
geomagnetic north and up directions are denoted by m̂N and m̂U in red respectively.
I is the inclination angle between m̂N and b̂. (d) A 2D view of v⃗l projection on
the magnetic east-north plane, denoted as v⃗lp. It also shows the rotation from
geomagnetic coordinates to geographic coordinates. The geographic East-North-
Up are denoted as ĝE, ĝN and ĝU , correspondingly. The declination angle between
ĝN and m̂N is D, and β is the bearing angle between v⃗lp and ĝN .



63

to b̂. The magnetic field aligned direction is b̂ drawn in black, the LOS vector is

denoted as v⃗l in orange.

Figure 4.1(b) shows the decomposition of v⃗l onto field-perpendicular zonal and

meridional directions, denoted as ⊥̂z and ⊥̂m in black, respectively. The bearing angle

α is between ⊥̂m and v⃗l. Figure 4.1(c) shows the coordinate transformations between

field and geomagnetic coordinates. The geomagnetic East-North-Up directions are

denoted as m̂E, m̂N and m̂U , respectively, in red. The unit vector (⊥̂z = m̂E) is

pointing out of page, and the inclination angle is I. Figure 4.1(d) represents the

projection of v⃗l onto the geographic east-north plane, denoted as v⃗lp in orange. The

declination angleD is defined by the rotation about the m̂U axis that gives geographic

ENU coordinates ĝE,ĝN,ĝU (in blue). The angle between v⃗lp and ĝN is marked as β.

The relationship between v⃗l and v⃗lp is derived in Appendix C.1.

For the raw fit data, the line-of-sight velocity v⃗l in the field-perpendicular

plane and the geographic location of the measurement are provided, but angles must

be computed to obtain the projection of the state onto the line-of-sight. The angle β

is estimated by computing the angle between geographic north ĝN and the projected

velocity component vlp on the horizontal plane. The angle α between the perpendic-

ular meridional direction ⊥̂merid and the radar measurement direction is in Equation

(4.2), derived in Appendix C.1:

α = arctan(tan(β −D) sin I) (4.2)

The observation zvel fit at one point is the difference between the line-of-sight

measurement vl and the modeled value of that line-of-sight speed vl0. The observation
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zvel is mapped from the state δxV as:

zvel fit = ∥v⃗l − v⃗l0∥ =

[
sinα 0 cosα

]
fieldRgmgmRsph


H⊥r

H⊥θ

H⊥ϕ


︸ ︷︷ ︸

Hvel fit

[
δxV

]

The rotation matrices fieldRgm and gmRsph are defined in Appendix C.1. Stacking

the observations zvelfit into a column matrix gives zvel for the fit data to be used

in Eq. (4.1). Stacking the row matrix in the brace for each observation gives the

mapping matrix Hvel for fit data.

In the SuperDARN grid data, the magnitude of v⃗lp in the geographic east

and north plane is provided from the files. The observation zvelgrid is the difference

between the median velocity measured vlp and the background model value at that

location vlp0. When the grid data are used, the observation is mapped from the state

δxV as follows, to give a row matrix Hvel for one observation:

zvel grid = ∥v⃗lp − v⃗lp0∥ =

[
sin β cos β 0

]
gRgmgmRsph


H⊥r

H⊥θ

H⊥ϕ


︸ ︷︷ ︸

Hvel grid

[
δxV

]
(4.3)

The observations zvel grid are stacked to form zvel used in Eq. (4.1). Similarly,

the row matrix bracketed in Eq. (4.3) is stacked for every observation made during

the time window dt to form Hvel for grid data.
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4.2 Experimental Method

To test the methodology of ingesting velocity measurements, the geomagnetic

storm event on 17 March 2015 is investigated via EMPIRE with three scenarios:

(1) ingesting the electron density rates only, (2) augmenting the rates with northern

hemisphere fit line-of-sight ion velocities provided by SuperDARN, (3) augmenting

the rates with northern hemisphere gridded ion velocities provided by SuperDARN

smoothed data products, as shown in Figure 4.2.

Figure 4.2. Summary of linear system for three EMPIRE run configurations for the
March 2015 storm. Case (1) (blue) does not ingest ion velocity measurements, using
only plasma density rates. Case (2) (gold) augments the density rate observations
with SuperDARN fit velocities. Case (3) (red) is estimation augmenting density
rates with gridded SuperDARN velocities. The same colors will be used for result
plots.

To provide context for the analysis window for EMPIRE runs, the Disturbance

storm time (Dst) index is shown in Figure 4.3 from 00 UT on March 16th to 00 UT

on March 19th. The main phase time range of the storm is approximately from 06

UT to 23 UT on March 17th. The time prior to 06 UT on the 17th is pre-storm,

and the window after 23 UT on the 17th is the recovery phase. The analysis interval

spans from 00 UT on the 16th to 24 UT on the 18th. The order l = 6 is selected for

spherical harmonic and vector spherical harmonic fitting function for electric potential

and neutral wind correction drivers.
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Figure 4.3. The Dst index in nanoTesla (nT) from 16-18 March 2015. The quiet
period is March 16th until 06 UT on March 17th. The main phase is from 06 UT
to 23 UT on the 17th, followed by the recovery phase.

The assessment procedure is summarized in Figure 4.4. The electrical potential

correction drivers δxV and neutral wind drivers δxu calculated from these three setups

are mapped to the observation space. The goal is to compare the ExB drifts accuracy

improvement from the three EMPIRE configurations to the derived velocity vectors

provided by Millstone Hill and two superDARN data sets at sites labeled in Figure 4.5

as validation sites and investigate the influence of the SuperDARN data pre-processing

on EMPIRE ingestion of ion velocities.

4.2.1 Data inputs and EMPIRE 4D grid configuration. The EMPIRE algo-

rithm primarily ingests global electron density rates for the evaluation time window.

Electron densities are obtained from IDA4D [26], an assimilative estimation coupled

to SAMI3 [32], which is a physics-based background model of the ionosphere. IDA4D
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Figure 4.4. The flowchart of the EMPIRE setup and experimental procedure for
assessing the improvements. The red text indicates the validation process of aug-
menting the LOS ion velocity measurements to the algorithm. KF stands for
Kalman filter.

outputs are provided at 1◦ x 4◦ for horizontal resolution (latitude x longitude), and

the time step of 15 minutes. The vertical resolution is 10 [km] for the altitude range

from 200 [km] to 380 [km], and 20 [km] for the range from 380 [km] to 500 [km]. The

electron densities are time-differenced and then projected onto the EMPIRE spatial

map. This process generates a measurement vector of dimensions [8650x1] for data

assimilation at each time epoch, across a total of 288 time steps. Figure 4.5 plots

examples of the SAMI3/IDA4D TEC integrated from the densities from 16 UT on

March 17th to 04 UT on March 18th.

For the case of augmenting ion velocity measurements, we selected the Super-

DARN sites located at the mid-to-high latitude range of the northern hemisphere.

Figure 4.6 is an example plot of ingested SuperDARN fit data coverage within a 5-min

interval at 00 UT on March 17th. Table 4.1 is a list of radar sites whose the data
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Figure 4.5. VTEC plot in TEC units (TECU), where 1 TECU = 1016[el/m2]. Top
row: 17 UT, 19 UT on March 17th, 2015. Bottom row: 21 UT, 23 UT on March
17th, 2015. The magenta star is the Millstone Hill incoherent scatter radar location
(41◦ N, 72◦ W). The SuperDARN Saskatoon (52◦ N, 106◦ W) and Kapuskasing (49◦

N, 82◦ W) radar sites are denoted by white and red stars, respectively.

are ingested into the algorithm. During the entire analysis interval, spanning from

00 UT on March 16th to 24 UT on March 18th, EMPIRE is supplied with a total of

100,713 data values for EMPIRE case (2) with fit data ingestion, and 2,271,532 data

values for case (3) with gridded data ingestion.

For the background terms ingested to the EMPIRE algorithm, the production

and loss rate terms are produced based on the Kirchengast model [134]. The Naval

Research Laboratory mass spectrometer incoherent scatter model (NRL-MSISE-00)
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Figure 4.6. Quiver plot of SuperDARN data line-of-sight ion velocities during a 5-min
time window at around 00 UT on March 17th ingested by EMPIRE. The magenta
stars are the locations of the radar sites.

Table 4.1. List of SuperDARN radar site locations and magnetic latitudes whose data
are ingested to the EMPIRE algorithm. The kap and sas sites with highlighted in
red are used for validation and are not into EMPIRE.

Site
name

Location Mag
lat

Site
name

Location Mag
lat

bks 37◦N , 78◦W 46◦N cly 70◦N , 69◦W 80◦N

fhw 39◦N , 100◦W 47◦N han 62◦N , 27◦E 59◦N

hok 44◦N , 144◦W 46◦N inv 68◦N , 134◦W 71◦N

cve/cvw 43◦N , 120◦W 49◦N pgr 54◦N , 123◦W 59◦N

pyk 64◦N , 21◦W 69◦N rkn 63◦N , 92◦W 72◦N

wal 38◦N , 76◦W 48◦N

kap 50◦N , 82◦W 60◦N sas 52◦N , 106◦W 60◦N
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provide the neutral densities and temperatures [135]. The electron and ion temper-

atures come from the SAMI3 model [32]. SAMI3 coupled with Weimer model [136],

serves as the background model for electric potential driver. The neutral wind is

computed by the HWM14 [137]. The magnetic field is calculated from the IGRF-11

model [40]. The background model quantities and density rate measurements are

ingested in the EMPIRE algorithm with a 4D global grid map in geomagnetic coor-

dinates. The longitude ranges from -180 ◦ to 180 ◦, and co-latitude is set from 3◦ to

177◦, with 6◦ spacing for both. The height range is 200 to 500 kilometers, and 50 km

as step size. The analysis time epoch is 15 minutes.

4.2.2 Measurement error covariance. In the Kalman filter, it is essential to

construct the model-update and measurement-update error. The derivation of model

covariance matrix P0 is described in Appendix B of [4]. The measurement error

covariance R can be considered in two categories: measurement error covariance

Rmsmt and representation error covariance Rrep. The representation errors are due

to unresolved state, observation operator, and pre-processing procedures [138]. The

mathematical notation is defined as:

R = Rmsmt +Rrep

We numerically compute the representation error ϵrep [4] as the difference be-

tween numerical “truth” vector z, and the representation error is normally distributed

with representation error covariance Rrep.

At each time epoch k, the measurement error covariance Rmsmt is mathemat-
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ically represented by the block matrices in small brackets:

Rmsmt =

[σ2
∂N/∂t + σ2

a0
]

[σ2
vel + σ2

vel,0]

 (4.4)

Assuming the error sources are linearly independent with Gaussian distribu-

tion, the σ∂N/∂t for each jth point is the partial time derivative of the sum of 50%N

plus 1010[el/m3] as a base value to ensure the error bar is reasonable for small electron

density values [118]:

σ∂N/∂t =
∂(50%N + 1010)

∂t

The uncertainty σvel is the standard deviation of measured values by Super-

DARN, plus 20% of the measured line-of-sight velocity vel, to account for the effects of

the unresolved state and observation operator. The model uncertainties σa0 and σvel,0

in Eq. (4.4) are assumed to be 20% of the modeled value a0 and vel0, respectively.

σa0 = 20%a0

σvel,0 = 20%v0

where v0 = vl0 for SuperDARN fit data ingestion, v0 = vlp0 for SuperDARN grid data

ingestion.

4.3 Results

Figure 4.7 shows the results comparing the SAMI3 modeled ExB drifts (ma-

genta), EMPIRE implementation of ingesting the IDA4D/SAMI3 electron density

rates only (blue), and the new EMPIRE augmentation of case(2) (gold) and (3) (red)

with the MHISR-derived ion velocity vectors (black) that are provided in the field-
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perpendicular (a) zonal and (b) meridional directions.

MHISR measures small zonal drifts until about 1900 UT on March 17th, turn-

ing more strongly westward until reaching 1000 m/s westward at 2130 UT. The west-

ward drift then weakens through 2300 UT. The zonal drifts calculated from case (2)

appear to be closest to the MHISR data. After 19 UT, the case (2) ingestion is slightly

less westward than the SAMI3 model, which indicates the presence of equator-ward

electric field in EMPIRE. Both the baseline case (blue) and case of ingesting grid

(red) SuperDARN data yield estimates further from the actual MHISR zonal drift

measurements until 0500 UT on March 18th.

In Figure 4.7(b), the MHISR measurements (black) indicate positive drifts,

which are along ⊥̂merid, meaning magnetically northward and upward. The meridional

drift peaks at almost 1100 m/s at 2000 UT, and maintain high speed until 2200 UT.

EMPIRE cases (1) and (3) yield similar results of decreasing to negative velocity in

the field-perpendicular meridional direction at 1530 UT, which are the furthest from

MHISR measurements. EMPIRE case of ingesting fit superDARN data yield larger

meridional drifts than SAMI3 from 1500 UT to 1800 UT on March 17th, then both

case (2) and SAMI3 merge with EMPIRE case (1) and (3) starting from 2100 UT.

After 2200 UT, MHISR meridional drift decreased and turns to be negative, which is

geomagnetic downward and equatorward.

Table 4.2 summarizes the mean error and residual sigma of the error from

each estimation result and of SAMI3 compared to the ISR measurements for the

field-perpendicular meridional and zonal directions. The lowest mean error in each

direction is listed in bold. Based on the mean error comparisons, the SAMI3 model

gives the best estimate in the zonal direction as the value is -168 m/s, and EMPIRE

case (2) yields the lowest value of -229 m/s in the meridional direction. The lowest

standard deviation in each direction is listed in bold and corresponds to the run with
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Millestone Hill ISR ion drifts

EMPIRE results without ingesting superDARN data

EMPIRE results ingesting superDARN fit data

EMPIRE results ingesting superDARN grid data

SAMI3 modeled ion drifts

Figure 4.7. ExB drifts estimations from SAMI3 model (magenta), EMPIRE pri-
mary setup (blue), and new augmentation of ingesting SuperDARN gridded (red)
or fit data (gold). They are compared with the MHISR-derived velocity compo-
nents (black curves) in the field-perpendicular zonal and meridional directions.
The black dashed line is the zero velocity line. The field-perpendicular zonal and
meridional ion drift calculations are compared to MHISR measurements at geodetic
locations of 47◦N89◦W and 53◦N75◦W , and geomagnetic locations are 56◦N20◦W
and 62◦N3◦W
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(b) Line of sight ion velocity validation with SuperDARN sas site at Geographic 52
o
 N 106
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 W

EMPIRE results with ingesting gridded ion drifts

EMPIRE results with ingesting fit ion drifts

EMPIRE results without ingesting ion drifts

SuperDARN ion drifts
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Figure 4.8. ExB drifts estimations from SAMI3 model (magenta), EMPIRE case (1)
(blue), and new augmentation of case (3) ingesting SuperDARN gridded (red) or
case (2) fit data (gold). They are compared with the line-of-sight superDARN ve-
locity (black curves) at Kapuskasing (kap) and Saskatoon (sas) sites. The geodetic
locations are 50◦N82◦W and 52◦N106◦W for Kap and Sas sites respectively, and
the geomagnetic locations are 60◦N12◦W and 60◦N42◦W .

the lowest mean error. Based on the standard deviation comparison in the zonal

direction, EMPIRE case (2) gives the lowest uncertainty in the zonal and meridional

directions as the sigma values are 276 m/s and 342 m/s respectively. The EMPIRE

calculation performs worse than the model estimation, for the case of only ingesting

IDA4D/SAMI3 electron density rates and the case of augmenting SuperDARN grid-

ded ion drift measurements. When comparing the EMPIRE outputs from different

setups, the residual sigma value for augmenting fit SuperDARN data is approxi-

mately 44% lower than the baseline setup in the zonal direction and 18% lower in the

meridional direction. Conversely, augmenting grid SuperDARN data only shows 4%

reduction compared to the baseline setup in both the zonal and meridional directions.

We also compared the EMPIRE cases and SAMI3 model with SuperDARN
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Table 4.2. Mean error and residual sigma table of validation results for comparing
the ExB drift calculations from different cases and the MHISR derived ion velocity
vector. The bold text indicates the lowest magnitudes in a given direction.

Case Zonal
mean error

Meridional
mean error

Zonal
residual
sigma

Meridional
residual
sigma

[m/s] [m/s] [m/s] [m/s]

SAMI3 model -168 -239 315 379

EMPIRE without
ingesting ion drifts

-205 -328 507 418

EMPIRE ingesting
fit ion drifts

-284 -226 276 342

EMPIRE ingesting
grid ion drifts

-213 -316 488 403

Table 4.3. Mean error and residual sigma table of validation results for comparing the
ExB drift calculations from different cases and the superDARN grid ion velocity.
The bold text indicates the lowest magnitudes in a given direction.

KAP site SAS site

Case Mean error
[m/s]

Residual
sigma
[m/s]

Mean error
[m/s]

Residual
Sigma
[m/s]

SAMI3 model 172 360 159 227

EMPIRE without
ingesting ion drifts

193 464 89 281

EMPIRE ingesting
fit ion drifts

296 336 186 225

EMPIRE ingesting
grid ion drifts

181 433 101 262

gridded data (v⃗lp in Figure 4.1(d)) provided by KAP and SAS sites that are not

ingested by the EMPIRE algorithm. The magnetic bearing angles γ are provided by

the data, and EMPIRE drift components are projected onto the same direction as v⃗lp.

Figure 4.8 shows the comparison results. SAMI3 outputs are denoted by magenta

lines, and the EMPIRE baseline (case 1) estimations are plotted by blue lines. The
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EMPIRE augmentation cases of ingesting superDARN fit and grid data are indicated

by gold and red lines, respectively. Figure 4.8(a) is the comparison with KAP site

measurements, and Figure 4.8(b) is with the SAS site measurements in black lines.

From Figure 4.8(a), EMPIRE baseline case is very close to the case of ingesting fit

SuperDARN data and SAMI3. As for the comparison with SAS site, cases (1) and

(3) yield more agreement after 1700 UT on 17th.

The mean error and residual sigma are given in Table 4.3. From the comparison

with KAP site, the SAMI3 model yields the lowest mean error of 172 m/s, and the

EMPIRE case of ingesting grid ion drifts gives a higher mean error of 181 m/s. The

mean errors for the case (2) of augmenting fit ion drift and baseline case are 296 m/s

and 193 m/s, respectively. The EMPIRE case (2) yields the lowest residual sigma

of 336 m/s, and SAMI3 model residual sigma is 360 m/s. Case (3) yields a lower

residual sigma value (433 m/s) than the baseline case (464 m/s). For the comparison

with SAS site, EMPIRE baseline case yields the lowest mean error value of 89 m/s,

and the EMPIRE case of ingesting fit ion drifts yields the highest mean error of 186

m/s. The residual sigma calculated from EMPIRE case (2) is the lowest as 225 m/s,

and the EMPIRE baseline case reaches the highest residual sigma value of 281 m/s.

4.4 Conclusion

The EMPIRE algorithm serves as a data assimilation technique designed to

estimate the ionospheric drivers of electric potential and neutral wind. Primarily led

by the ion continuity equation, this algorithm now incorporates direct measurements

of ion drifts. The integration of ion drift measurements from SuperDARN sites is ex-

plored to assess potential improvements in the estimation of electric potential and ion

drift. This study focuses on augmenting ion drift measurements obtained from Su-

perDARN sites at northern mid-to-high latitudes. The outputs are validated against

the ion velocity vector derived from the MHISR and two ion velocity datasets from
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SuperDARN. The March 2015 geomagnetic storm is selected for analysis due to data

availability.

The comparisons reveal that the EMPIRE augmentation case ingesting fit

line-of-sight SuperDARN data exhibits slightly closer alignment with MHISR mea-

surements in the field-perpendicular meridional direction at the geomagnetic latitude

of 56◦ N, than the SAMI3 model, the EMPIRE baseline case, and the case ingesting

SuperDARN grid data. The lack of improvement in estimates even when ingesting

grid data may be attributable to the data processing to produce the gridded outputs,

which are projected onto the horizontal plane at 300 km. In contrast, the Super-

DARN fit data provides line-of-sight velocities at a variety of latitudes, longitudes

and altitudes throughout the ionosphere, giving more measurements overall. Over

the entire analysis period, the quantity of fit data inputs to EMPIRE (case (2)) is

larger than the total number of gridded data inputs (case (3)) by approximately 20

times, and this number is comparable to the total number of electron density rates

ingested into EMPIRE.

Compared to the MHISR field-perpendicular zonal drift measurements at the

geomagnetic latitude of 62◦, SAMI3 demonstrates the lowest mean error. The lack

of improvement of EMPIRE estimates at high latitudes, even when ingesting drift

data at high latitudes is very likely due to large EMPIRE fitting errors observed at

high-latitude regions in the field-perpendicular zonal direction [4].

The SAMI3 and EMPIRE cases are further evaluated against SuperDARN

gridded data. The SAMI3 model and EMPIRE baseline case demonstrate the lowest

mean errors for KAP and SAS sites, respectively. However, when EMPIRE incorpo-

rates SuperDARN fit ion drifts, it achieves slightly lower residual sigma values that

are a few percent smaller than the SAMI3 model residuals.
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One obvious concern is that the posterior state variance cannot fully capture

the true state, indicated by the error bars do not encompass site measurement error

bars in Figure 4.7 and Figure 4.8. The outputs are attributed to algorithm limita-

tions, specifically the assumption of a single ion species within the ionosphere and the

elimination of observation and state correlations. The simplifications lead to biased

Kalman gain calculations in the computation of global state. Hence, future investi-

gations are required for analyzing the error statistic inputs to the Kalman filter.

In conclusion, systematic errors in the EMPIRE are evidenced by prior studies

[31] indicating much larger mapping matrix fitting errors exist for estimating electric

potential at high latitudes compared to low-to-mid latitudes. As high-latitude mea-

surements are incorporated, it becomes imperative to account for systematic errors

within the calculation processes. The findings of this study indicate that augmenting

high-latitude ion drifts from SuperDARN line-of-sight ion velocities provides more in-

formation in EMPIRE driver calculations, to conteract with the EMPIRE systematic

errors from the fitting function.
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CHAPTER 5

INVESTIGATION OF THE NILE DRIVING MECHANISM VIA EMPIRE AND
WACCM-X+DART

Ionospheric nighttime enhancement is a phenomenon that has been widely

studied in the past decades. Global Ionospheric Maps (GIM) have shown nighttime

electron density over the equatorial ionosphere [139]. The ionospheric electron density

generally decreases after sunset due to recombination, but sometimes nighttime en-

hancements are observed [140]. Characteristics of ionospheric nighttime enhancement

have been studied in the mid-to-high latitude region, after they noted that previous

papers focused on the low-to-mid latitude region [141]. Studies have also used COS-

MIC satellite measurements to analyze nighttime enhancement in F region electron

density at mid-latitudes [142]. An analysis of seasonal morphology and solar activity

dependence has shown anomalous enhancement of nighttime in the mid-latitude iono-

sphere, characterized by an increase in electron density of the ionospheric F2 layer

[143, 144].

During some geomagnetic storms, there is an observed concentrated region

of elevated TEC over the southeastern United States, referred to as a NILE, con-

sistently co-rotating with the Earth from approximately 18:00 local time (LT) to

24:00 LT. A NILE was primarily detected by the dual-frequency GPS network, in-

corporating Continuously Operating Reference Station (CORS), International GNSS

Service (IGS), WAAS, and Caribbean-North American Plate Boundary Experiment

(CANAPE) [20]. The significant TEC concentration and its sustained occurrence

threaten the accuracy and integrity of satellite-based augmentation system users’ po-

sition estimations. The observation of the NILE led to the development of the 8-hour

time window of the WAAS Extreme Storm Detector (ESD) hysteresis [47, 20, 145].
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An examination of the NILE during the storm events of August 2018 and

November 2003 was conducted [21] using the data assimilation tool IDA4D [26] cou-

pled with the ionosphere model SAMI3 [32]. The investigation tracks the evolution of

a NILE in terms of occurrence time and geographical region, and validates the find-

ings from IDA4D/SAMI3 with GPS and ionosonde data. NILE events are found to be

apparent between 30◦N and 40◦N at American sector, during the local nighttime of

the recovery phase of some storms. In comparison to the more global effects observed

in October 2003, these mid-latitude events exhibited lower plasma concentration in

spatial extent and reduced severity in density. Another study [146] indicates the

ionospheric night enhancements were observed on quiet days of 15 November 2020

and 2 December 2020. The enhancements are observed at low latitudes and near

conjugate longitudes (F2 layer density peaks near 18◦N 110◦E reaching the extent

of approximately 11◦ longitude by 34◦ latitude) with amplitudes reaching up to sev-

eral TECU [146]. These findings raise questions about whether the effects observed

in these storms or quiet time at mid-latitudes could appropriately be categorized

as a NILE. Also, it indicates NILE events may originate from enhancements at low

latitudes being transported to mid-latitudes due to driving forces that need to be

investigated.

The objective of this chapter is to validate the physical mechanisms under-

lying NILE occurrence. One proposed explanation for the formation of NILE is the

concept of the polarization terminator [48], that a NILE was attributed to upward

and northward plasma transport around the dusk terminator, driven by eastward

polarization electric fields, from EIA region to higher latitudes. The dusk terminator

generates an electric field associated with plasma drifts, which might contribute to

the localized enhancement. The crucial driving forces of neutral wind and electric

fields during storm periods can be analyzed to represent the plasma motion regional

map where the NILE is formed.
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In this study, the focus is on exploring the NILE effect by examining the

theories of ionospheric behavior during storm events hypothesized in the literature and

establishing a systematic methodology to test these theories. I specifically analyze the

geomagnetic storm that occurred on 17 March 2015, ingesting 4D electron density rate

maps from the IDA4D/SAMI3 algorithm and incorporating ion drift measurements

from SuperDARN radar sites, to enhance our understanding of global physical drivers

at the NILE location. Another data assimilation algorithm, WACCM-X+DART is

implemented for TEC map and global physical drivers. The EMPIRE estimations of

ion drift over Miami, Florida, and their implications for the presence of the PRE and

the PT in contributing to a potential NILE phenomenon are discussed subsequently.

5.1 Physical principle investigation underlying NILE

Three major questions were proposed initially to explore in the theoretical

explanation of NILE: 1) Where and when does a NILE occur? 2) Do the

properties of the NILE correlate with the severity of the storm? 3) What

is the plasma source of the NILE?

Before we answer these questions, 4 storm events categorized by solar severity

are selected listed in the Table 5.1, that November 2003 storm happens in the 23rd

solar cycle and the other three are in the 24th solar cycle. The minimum Dst value,

peak time, and the storm categorization for each storm is listed in Table 1.1.

Table 5.1. Storm event list in chronological order with minimum Dst values and
Universal Time hour of minimum Dst

Storm event date Universal Time
(UT) hour

Minimum
Dst [nT]

Category

November 20th 2003 21 & 22 -422 Great

March 17th 2015 23 -234 Severe

September 28th 2017 07 -56 Moderate

August 26th 2018 10 -156 Strong
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Electron density information is provided by the Madrigal database [147], and

processed by MIT Automated Processing of GPS (MAPGPS) to obtain global TEC

maps [148], also to provide an overview of the storm time ionospheric plasma. [149]

primarily determined NILE as a storm-related phenomenon that happened in the

recovery phase as an enhanced density at the Florida region during local nighttime,

hence the ratio of vertically integrated electron density over the mean value of vTEC

(treated as the background value of TEC) is plotted for each storm. The ratio thresh-

old for defining NILE occurrence is selected to be 1.5.

5.1.1 Storm event on November 2003. Figure 5.1 shows the storm charac-

teristics from November 19th to 21st 2003. The subplot 5.1(a) indicates the main

phase starts from 4 UT to 22 UT on November 20th, with the minimum Dst value

of -422 nT at 22 UT on 20 November 2003. From subplot 5.1(b), the maximum pro-

ton density exceeds 30 cm−3 is observed at near the time of minimum Dst, and the

maximum proton speed of approximately 750 km/s happens at 08 UT on the 20th.

From subplot 5.1(c), the IMF turns southward at 10 UT on the 20th and reaches the

maximum strength of 50 nT at 14 UT. It continues to be southward until 00 UT on

November 21st, and northward with a duration of 4 hours during the recovery phase.

Figure 5.2 provides a map of GNSS vertically integrated electron density ratio

over North America during the storm initial phase on 20 November 2003 and recovery

phase on 21 November 2003, at time epochs of 00 UT, 02 UT, 04 UT and 06 UT,

which are local times in Florida of 19 LT, 21 LT, 23 LT, 1 LT, respectively. Compared

to the initial phase vTEC map at 00 UT, the enhancement at Florida region is 1.5

times more than the background value and extends pole-ward and westward to higher

latitudes during the recovery phase. For the initial phase, the plasma appears to

move westward and pole-ward along the west side of the North American continent
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Figure 5.1. Storm characteristics of (a) Ap and Dst index [nT ] produced from WDCG
[1], (b) Proton density [cm−3] and solar wind speed [km/s], (c) GSM-y and GSM-z
components of magnetic field [nT ], from November 19th to 21th 2003. The subplots
(b) and (c) are plotted from ACE satellite observations [2].

at 02 UT, and the ratio is below 1 at the Florida region from 02 UT and 06 UT.

During the recovery phase, the enhancement persistently co-rotates with the Earth

at the Florida region during the recovery phase, with twice the background value of

equivalent vertical TEC until 06 UT.

5.1.2 Storm event on March 2015. The characteristics of the storm from

March 16th to 18th, are shown in Figure 5.3. In subplot 5.3 (a), the initial phase

starts from 4 UT to 6 UT 17th with a Sudden Storm Commencement (SSC), and

main phase is shown to span from 6 UT to 23 UT 17th, with the lowest Dst value

of -234 [nT ]. Subplot 5.3 (b) indicates that the proton density measurements are

missing from 6 UT to 16 UT 17th. From the available information, proton density

reaches 34 [cm−3] at 4UT, while the maximum proton speed of approximately 750

[km/s] occurs during the recovery phase at 20 UT 18th. Subplot 5.3 (c) displays

the IMF strength measurements, which is increased initially in northward direction

before shifting southward at 6 UT on the 17th, and oscillating between ± 20 [nT ]
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Figure 5.2. Vertically integrated GNSS electron density measurement on November
20th and 21th 2003 at 0UT, 2UT, 4UT and 6UT, in units of log10(TECU) as the
color-bar.

until 12 UT, then remains to be southward in the rest of main phase.

Figure 5.4 provides a north America map of GNSS vertically integrated elec-

tron density ratio during the initial phase on March 17th and recovery phase on March
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Figure 5.3. Storm characteristics of (a) Ap and Dst index [nT ] produced from WDCG
[43], (b) Proton density [cm−3] and solar wind speed [km/s], (c) GSM-y and GSM-
z components of magnetic field [nT ], from March 16th to 18th 2015. The subplots
(b) and (c) are plotted from ACE satellite observations [2].

18th 2015, at time epoch of 0 UT, 2 UT, 4 UT and 6 UT (Florida 19 LT, 21 LT, 23

LT, 1 LT). Compared to the initial phase vTEC map at 0 UT, the enhancement at

Florida region exceeds twice more than the background value and extends pole-ward

and westward to higher latitudes during the recovery phase. One thing to note is a

slightly higher enhancement ridge is observed at 40oN180oW on March 17th. For the

initial phase, the plasma appears move westward and pole-ward along the west-side of

north America continent at 2UT, and the ratio is below 1 at the Florida region from

2 UT and 6 UT, but above 1 at west-side of America map. As for the recovery phase,

the enhancement persistently co-rotates with the Earth near the Florida region and

above carribean during the recovery phase, with 1.5 times more than the background

value until 6 UT.

5.1.3 Storm event on September 2017. The storm characteristics observed

27-29 September 2017 are presented in Figure 5.5. Subplot 5.5(a) showcases the main

phase extends from 08 UT on the 27th to 09 UT on the 28th, reaching its minmum
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Figure 5.4. Ratio of integrated GNSS electron density measurement over the mean
measurement value on March 17th and 18th 2015 at 0UT, 2UT, 4UT and 6UT.
The colorbar indicate the ratio value of between 0 and 2.

Dst value of -56 nT. In subplot 5.5(b), observations indicate a spike in proton density

to 50 cm−3 at 04 UT on the 27th, while the maximum proton speed exceeds 700

km/s is recorded during the main phase at 10 UT on the 28th. Subplot 5.5 (c)
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Figure 5.5. Storm characteristics of (a) Ap and Dst index [nT ] plotted from WDCG
[1], (b) Proton density [cm−3] and solar wind speed [km/s], (c) GSM-y and GSM-
z components of magnetic field [nT ], from September 27th to 29th 2017. The
subplots (b) and (c) are plotted from DSCOVR satellite observations [3].

indicates a sudden southward IMF measurement of -100 nT at 08 UT on the 27th, and

oscillating randomly between -100 [nT ] to 20 [nT ] in the rest of the main and recovery

phases. Figure 5.6 provides a North America map of GNSS vertically integrated

electron density ratio during the main phase on September 28th and recovery phase

on September 29th 2017, at time epochs of 00 UT, 02 UT, 04 UT and 06 UT (Florida

20 LT, 22 LT, 24 LT, 2 LT). At 00 UT on September 28th, the enhancement is more

than twice the background value over the Mexico region, while the same scale of

enhancement is only observed over the western part of Mexico at 00 UT on September

29th with the ratio value between 1 and 1.5. At 02 UT during the main phase,

the enhancement with an approximate ratio value of 1.5 is observed at the Florida

region, which forms a narrow north-west band of enhancement and extends to 60◦ N.

As for 02 UT during the recovery phase, the ratio value above 1 shows the electron

density is slightly enhanced along the west boundary of north America map, and no

enhancement is observed at Florida region. The ratio values drops below 1.5 for both
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Figure 5.6. Ratio of integrated GNSS electron density measurement over the mean
measurement value on September 28th and 29th 2017 at 0UT, 2UT, 4UT and 6UT.
The colorbar indicate the ratio value of between 0 and 2.

04 UT and 06 UT on then 28th and 29th, implying the enhancement dissipation.

5.1.4 Storm event on August 2018. The solar wind and geomagnetic indices for

the August 2018 storm are shown in Fig. 5.7. From subplot 5.7(a), the main phase
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lasts from 16 UT on the 25th to 06 UT on the 26th with the minimum Dst value of

-156 nT. The subplot 5.7(b) shows the maximum proton density of 25 cm−3 at the

start of the recovery phase at 14 UT on the 26th, and maximum solar wind speed of

550 km/s at 22 UT. The subplot 5.7(c) shows the southward IMF starts at 16 UT on

the 25th, returning to the nominal state at 20 UT on the 26th.
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Figure 5.7. Storm characteristics of (a) Ap and Dst index [nT ], and is produced from
WDCG [1] (b) Proton density [cm−3] and solar wind speed [km/s], (c) GSM-y and
GSM-z components of magnetic field [nT ], from August 25th to 27th 2018. The
subplot (b) and (c) are plotted from DSCOVR satellite observations [3].

Figure 5.8 provides a map of GNSS vertically integrated electron density ratio

over North America during the quiet time on August 25th and recovery phase on

August 26th 2018, at 00 UT, 02 UT, 04 UT and 06 UT (Florida 20 LT, 22 LT, 24

LT, 2 LT). At 00 UT on 25 August 2018, the enhancement forms below latitude band

of 40◦N , and extends along the west boundary of North America continent from 02

UT to 04 UT, then reaches 60◦N180◦W . The enhancement covers the US continent

at 00 UT on August 26th, and forms two ridges over the central US and Pacific

Ocean which extends to mid-latitudes at 02 UT. At 04 UT on August 26th, only one

ridge at the west coast of the US is observed, and reaches a high-latitude band of
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Figure 5.8. Ratio of integrated GNSS electron density measurement over the mean
measurement value on August 25th and 26th at 0UT, 2UT, 4UT and 6UT. The
colorbar indicate the ratio value of between 0 and 2.
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60◦N with northwest plasma motion, then the bridge is “disconnected ” between the

mid-latitude and low-latitude enhancements.

A NILE occurrence is initially defined as enhancement at the Florida region

and co-rotates with the Earth during local nighttime until mid-night. By comparing

the vTEC to the mean value of vTEC, we define the NILE as having occurred when

the ratio value exceeds 1.5 at Florida region. From the above listed storms, NILE is

observed during the recovery phase of November 2003 and March 2015 storms, and

the main phase of September 2017. As for August 2018 storm, it is a different case

in which larger enhancements at west edge of US continent appear to be transported

to mid-to-high region near Alaska.

The NILE time span is also different for each storm. For the great and severe

storms (November 21, 2003 and March 18, 2015), the vTEC ratio near the Florida

region is higher at 04 UT than 02 UT, and the vTEC ratio value of more than 1.5 can

still be observed at 06 UT. However for the moderate storm event on September 28,

2017, the NILE is observed at 02 UT, but the density drops quickly after 04 UT. For

the strong storm on August 26, 2018, the enhancement is observed near the Florida

region from 00 UT to 02 UT but dissipates at 04 UT and afterwards.

Among these 4 map sequences of vTEC ratios, one common phenomena dur-

ing storm time that can be observed is that the plasma appears to be transported

from the lower latitudes to higher latitudes, which contributes to larger enhancement

measurements over the Alaska region. Also, the enhancements along US west coast

seems to be another contributor to high-latitude enhancements (most obvious on the

storm event of August 26, 2018).

Some useful information can be obtained from the vTEC ratio maps: 1) a

NILE happens near the Florida region during local nighttime. 2) NILE is more
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evident when the geomagnetic activity level is higher. 3) One hypothesis is made

for plasma enhancement, that plasma is transported from the low latitudes to high

latitudes with westward and poleward motion. But what causes this motion? Models

do not model this behaviors. Data assimilation algorithms can be a useful tool to

present a more comprehensive understanding of nighttime ionospheric behavior.

The NILE driving mechanism was initially proposed to be driven by the com-

bined effects of PRE and PT described in Section 2.4, that plasma is transported

westward and poleward, forming an enhancement over the Florida region. To test

the theory, an experiment implementing WACCM-X + DART and EMPIRE algo-

rithms as two separate independent DA methods will be used, providing insights

about electron density and ionospheric drivers of ion drifts in this contribution.

5.2 Experimental setup

In this study, our primary focus lies on understanding the role of ion drifts

as a significant driver for NILE phenomenon. Figure 5.9 provides an overview of the

methodology which separately implements the WACCM-x + DART and EMPIRE al-

gorithms to comprehensively analyze and visualize global patterns of electron column

densities and ion drifts. By leveraging these advanced computational tools, we aim

to gain insights into the complex dynamics of ionospheric processes. The selection

of 17 March 2015 as the target storm event for our investigation into the NILE phe-

nomenon is based on data availability for assimilation. This particular event offers a

wealth of data due to the existence of denser GNSS measurements compared to other

storms, such as the Halloween storm of 2003. This increased spatial and temporal

resolution of the GNSS data provides a more robust dataset for our analysis, enabling

us to capture finer-scale variations in ionospheric behavior. The analysis period for

WACCM-X + DART is 10 days from March 10th to 20th 2015, and EMPIRE runs

from March 16th to 18th 2015.
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Figure 5.9 is a flowchart shows the outputs from WACCM-X + DART and

EMPIRE data assimilation algorithms. The outputs of electron column density

(ElecColDens) from WACCM-X + DART is an indicator of NILE occurrence dur-

ing the March 2015 storm event. Ion drifts V from both of WACCM-X + DART

and EMPIRE algorithms give two separate global views of ion drifts, and show how

plasma is transported under E × B effect to investigate whether the PT and PRE

contribute to the NILE formation.

Figure 5.9. Flowchart of WACCM-x + DART and EMPIRE data assimilation algo-
rithms with the outputs on March 17th storm. ElecCloDens is the electron column
density, and V is the ion drift vector. NILE refers to the Nighttime Ionospheric
Localized Enhancement. Pre-reversal enhancement and Polarization Terminator
are denoted as PRE and PT respectively.

WACCM-X couples with physics at lower atmosphere and solar influences, self-

consistently solves for global electrodynamics, and transport of O+ in the F-region

[150]. The ionospheric electrodynamics is built upon TIEGCM [151, 152], driven by

the low-to-mid wind dynamo and empirical ion convection patterns at high latitudes

from Heelis [153]. EMPIRE, driven by the continuity equation uses time-differenced

electron density from SAMI3/IDA4D as measurements. The modeled transports are

based on the Kirchengast model [93]. The neutral densities and temperatures are

provided by MSIS [135], and HWM14 [137] produces the neutral wind global map.

SAMI3 [94] is the source for electric potential, ion and electron temperatures for
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Table 5.2. Spatial and temporal resolution for WACCM-x + DART and EMPIRE

Resolution WACCM-x + DART EMPIRE

Horizontal [Lat × Lon] 1.9 × 2.5 [degs] 6 × 6 [degs]

Vertical Pressure [hpa] 50 [km]

Time 1 hr 20 mins

model transport. No augmentation with ion drifts is used.

Table 5.2 presents an overview of the spatial and temporal resolutions for the

WACCM-X + DART and EMPIRE algorithms utilized in our study. The capability

of WACCM-X + DART is to provide high-resolution data, yielding detailed insights

into ionospheric dynamics. Specifically, it achieves a spatial resolution of 1.9 degrees

and 2.5 degrees for latitude and longitude, respectively, on the horizontal map. The

vertical scale is defined by pressure variance along with altitude. In contrast, EM-

PIRE offers a slightly coarser spatial resolution, with a horizontal resolution of 6

degrees for both latitude and longitude. However, it maintains a vertical cadence

of 50 kilometers, ensuring adequate coverage of the ionospheric profile. Addition-

ally, EMPIRE calculates its outputs at 20-minute intervals, providing a fine-grained

temporal resolution that captures rapid changes in ionospheric parameters.

5.2.1 Data inputs to EMPIRE. Figure 5.10 presents the SAMI3/IDA4D global

maps of vertically integrated electron content on log10 scale at 00 UT, 02 UT, 04

UT and 06 UT March 18th, from which the NILE is observed until Florida local

midnight. The SAMI3/IDA4D assimilated GNSS TECmeasurements, and its outputs

of electron density from March 16th to March 18th are time-differenced to serve in

observation vector z ingested to EMPIRE.

5.3 Results Figure 5.11 provides a global map of vertical TEC on log10 scale from

WACCM-X + DART algorithm, at 00 UT, 02 UT, 04 UT, 06 UT on March 18th.
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Figure 5.10. SAMI3/IDA4D global map of vertically integrated total electron content
at 00 UT, 02 UT, 04 UT and 06 UT on 18 March 18 2015.

NILE is also observed on WACCM-X + DART outputs, and peak densities (i.e. EIA)

can also be referred from Figure 5.11. The background TEC near the prime meridian

is more closer to 0, which is different from SAMI3/IDA4D results (i.e., Figure 5.10

indicate the nighttime log10(TECU) is between 0.5 to 1).
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Figure 5.11. WACCM-X+DART global map of electron column density (i.e. TEC)
at 00 UT, 02 UT, 04 UT and 06 UT on March 18th.
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Figure 5.12 is a zoomed in view of the vertical TEC ratio over the North

American continent. At 00 UT on March 18th, an enhancement of vTEC ratio

exceeding 1.5 indicates NILE occurrence, and large electron density is also observed at

the high latitude region of 60◦N160◦W . After 02 UT, the high-latitude enhancement

dissipates and the one over Florida decreases but does not disappear.
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Figure 5.12. WACCM-X+DART US continent map of vTEC ratio at 00 UT, 02 UT,
04 UT, and 06 UT on 18 March 2015.

Figure 5.13 shows WACCM-X + DART ion velocity quiver plot at 20 UT on

March 17th to 06 UT on March 18th with a 2-hour time step. At low latitudes, the

westward ion drift turns eastward is observed at 0 UT on March 18th, which indicates

a circulation pattern below Florida region. Local nighttime is shaded gray. At the

Florida region, ions move westward and poleward until 04 UT on March 18th, and

then turn equatorward at 06 UT.

Figure 5.14 is the ion velocity quiver plots corrected by EMPIRE, from 20 UT

on March 17th to 06 UT on March 18th, with 2 hours cadence. It’s observed that

the dusk terminator appears slightly different compared to Figure 5.13 for each time
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Figure 5.13. Regional maps of WACCM-X + DART ion drift vector on geographic
coordinates, at 20 UT, 22 UT on March 17th, 00 UT, 02 UT, 04 UT, and 06 UT
on March 18th. The speed scale is indicated in the right upper corner.

epoch. This variation arises because EMPIRE generates results 7 minutes ahead of

WACCM-X + DART due to differences in time resolution. For instance, the time

output from WACCM-X + DART at 2000 UT corresponds to 2007 UT in EMPIRE.

Compared to Figure 5.13 produced by WACCAM-X + DART, EMPIRE agrees with

the westward ion motion but yields slightly equator-ward ion motion. At 02 UT, a

small circulation pattern is observed at the longitude sector of 90◦W to 100◦W .

The electron column density vertical profile at 20 UT, 22 UT on March 17th,

00 UT,02 UT, 04 UT and 06 UT on March 18th, are produced from WACCM-X
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Figure 5.14. Regional maps of EMPIRE corrected ion drift vector on geographic
coordinates, at 20 UT, 22 UT on March 17th, 00 UT, 02 UT, 04 UT, and 06 UT
on March 18th. The speed scale is indicated in the right upper corner.

+ DART as Fig. 5.15. The vertical red solid line marks the geographic latitude

of 25◦N , and horizontal dashed line is labeling the geopotential height of 300 [km].

The color bar indicates the column density level in unit of [m−3]. At 20 UT (16

LT), a plasma bubble is observed poleward of geographic latitude of 50◦N , and the

southern EIA peaks at 300 [km]. Also, the subplot at 20 UT implies the formation

of NILE. As time progresses to 22 UT when it is before local sunset, both EIA and

NILE peaks are enhanced. Equatorial anomaly is connected to NILE which indicates

possible plasma transport between the NILE region and higher latitudes (or could be

a plotting interpolating artifact). After local dusk (00 UT) on March 18th, the peaks
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WACCM-X + DART

electron density vertical profile

Figure 5.15. Electron density vertical profile from WACCM-X + DART plotted on
potential height [km] v.s. geographic latitude [deg], at 20 UT, 22 UT on March
17th, 00 UT, 02 UT, 04 UT and 06 UT on March 18th 2015. The horizontal red
dashed line represents the altitude of 300 [km], and the vertical red solid line is at
geographic latitude of 25 ◦N .

are further enhanced with evidence that magnetic equatorial plasma is reduced. The

NILE persistently occurs until 02 UT, and dissipates afterwards.

To illustrate how the plasma near the NILE region, EMPIRE estimated ExB

drifts at 80◦W geographic longitude are plotted geomagnetic coordinates in Figure

5.16 at the same time epochs as Figure 5.15. At local dusk (22 UT), the plasma uplift

motion is enhanced near equatorial region, which supports the PRE theory. From

20 UT on March 17th to 00 UT on March 18th, the downward and equatorward

component of drifts are observed near the NILE region (magnetic 34◦N). From 00

UT to 02 UT, the plasma motion is retarded (negligible speed) near the NILE, and

redistributed to higher latitudes afterwards.
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Figure 5.16. The ExB drift vertical profile plotted on geomagnetic coordinates from
EMPIRE estimations at 20 UT, 22 UT on March 17th, 00 UT, 02 UT, 04 UT and
06 UT on March 18th, 2015. The speed scale is indicated in the right upper corner.

5.4 Conclusions

The vTEC global maps generated by WACCM-X + DART algorithm reveals

the important characteristic of ionospheric behavior on March 2015 storm event. The

maps shows variations in vTEC levels near Florida region at different Universal Time

(UT) intervals, highlighting the occurrence of NILE. The zoomed-in view of vTEC

ratios over the US continent shows NILE occurrence until 02 UT, and dissipates after.

Additionally, a notable increase in electron density is observed at high latitudes (60◦N ,

160◦W ) at 00 UT.

The PT theory proposes westward and pole-ward motion east of the dusk ter-

minator. Consistent westward ion motion are shown from the ion velocity quiver

plots by WACCM-X + DART and EMPIRE algorithms, but with slight differences

in equator-ward motion shown by EMPIRE. A circulation pattern below the Florida

region is observed, with ions initially moving westward and poleward before transi-

tioning to an equator-ward direction.
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Overall, the combination of observational data and model simulations pro-

vides valuable insights into ionospheric dynamics and the impact of algorithms like

DART and EMPIRE on ion velocity predictions. They partially support PT theory

for the NILE driving mechanism in that plasma moves westward. However the north-

ward motion is not consistent with PT theory from both WACCM-X + DART and

EMPIRE algorithms.
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CHAPTER 6

DEVELOPMENT OF A FILTERING-SMOOTHING TECHNIQUE IN EMPIRE

Data assimilation, which can be categorized as variational, sequential or hy-

brid approaches, aims for optimal state estimations by integrating observational and

climate model information [154]. The Kalman filter is one of the state estimation

techniques primarily built in the sequential data assimilation paradigm, recursively

optimizing the state calculations in a forward direction. The Kalman smoother, as

an invariant of Kalman filter, originated from Rudolf E. Kálmán in 1960s to refine

the state estimation incorporating “future” observations in a reverse order [155]. In

the field of navigation and control systems, a Kalman smoother improves the state

calculations and leverages the abilities to separate signal from noise. Also, it has been

shown to be effective in various applications in Earth science, including the sub-fields

of meteorology, land surface and ocean studies [156, 157, 158, 159].

In the field of data assimilation, the variational data assimilation methods

are subject to high computational cost [160, 161]. Researchers have been focused on

extending KS principles to develop the data assimilation algorithms. In the context of

4DVAR data assimilation algorithm, the application of a Kalman smoother improves

the error statistics for estimations that does not require perfect model assumptions

and minimize a 4D cost functions at the meantime [162]. A variant of the Kalman

smoother (i.e. fixed-lag Kalman smoother) technique shows numerical efficiency for

estimating fluxes and flux uncertainties of atmospheric trace species (i.e. carbon

dioxide) [163]. [164] discussed the optimality of the Kalman filter and smoother, and

its relationship with variational data assimilation. The equivalence between Kalman

smoother procedures and weakly-constrained variational data assimilation algorithm

in a linear system is investigated, and argued to be a solution to limit memory problem
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in extend Kalman filter implementations [165].

Ensemble-based data assimilation is one of the sequential techniques that is

prone to sampling errors, especially in high-dimensional systems. Limited ensem-

ble sizes can lead to sampling noise and inaccuracies in estimating the true system

state, particularly in regions of low data density or high uncertainty. A study [166]

of assimilating posterior stratospheric observations demonstrates the potential to im-

prove the constraints of whole model state analysis in an Ensemble Kalman Smoother

(EnKS) system. State estimation accuracy in a one-dimensional advection-diffusion

model is increased by using EnKS technique [167], emphasizing the applicability of

EnKS in larger-scale problems. [168] validate the EnKS techniques can be successful

alternatives for solving non-linear correlation propagation in atmospheric inversion

problems.

A Kalman filter is more computationally effective than an Ensemble Kalman

Filter (EnKF) but highly depends on the error covariance setup for unbiased gain

calculations. EMPIRE is built based on a Kalman filter, and the states of ion drifts

and neutral wind are assumed to be linearly independent. Also, the background and

observation error covariance are defined based on approximations, which leads to bi-

ased Kalman gain calculations in state calculations. EMPIRE applications are based

on offline data sources, hence I propose to couple EMPIRE with the KS technique,

and investigate the benefits through a retrospective analysis.

This chapter focuses the new concept of coupling KS to EMPIRE algorithm.

Two days of August 25th and 26th are chosen and the smoothed results are com-

pared to results from the primary setup in Sect. 3.3. The KS equations required for

execution are introduced in Sect. 6.1, and experimental setup is described in Sect.

6.2.
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Figure 6.1. Blue and red arrows indicate the algorithm recursive orders of forward
and backward respectively. δx̂1|0 and P1|0 are the state correction and covariance
at initial time step. Index k indicates the time epoch number and there are N
measurements available in the time frame.

6.1 Kalman smoother application in EMPIRE

Three types of KS are categorized in [33], which are (1) fixed-interval smooth-

ing (2) fixed-point smoothing and (3) fixed-lags smoothing. A fixed-point smoother

uses past, current and future data to estimate the dynamic states at a particular point

in time, thus condition (1) and (3) can be treated as generalizations of the condition

(2) [169].

Current EMPIRE application focuses on atmospheric driver analysis with a

time range of measurements and model data available to use. The filtered state

estimates are stored and can be archived for that time range. To initiate the in-

vestigations on Kalman smoother impacts to EMPIRE, the simplest fixed-interval

smoothing technique is chosen for this study. Figure 6.1 describes the procedure for

estimating the states for a time interval with N available measurements. The EM-

PIRE algorithm proceeds in forward filtering as the primary setup as summarized in

Chapter 3, then sweeps backwards to refine the states and co-variances at the k-th

time epoch.
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Recall the Kalman filter setup defined as Eq. (2.26) in Chapter 2.1, the ob-

servation update model is:

zk = Hkδxk + ϵk, ϵk ∼ N (0, Rk)

The dynamic process previously defined as Eq. (2.27) is:

δxk+1 = Φkδxk + ηk, ηk ∼ N (0, Qk)

The backward-sweeping equations are built on the states and covariance ma-

trices from the Kalman filter. At the k-th step for the smoother, the posterior

state and covariance are denoted as δx̂k|k Pk|k, and prior state and covariance are

δx̂k+1|k,Pk+1|k. The smoothing gain Ak is formulated in Eq. (6.1)

Ak = P+
kΦ

T
k (P

−
k+1)

−1 (6.1)

The state vector given all measurement information δx̂k|N is given by Eq. (6.2)

δx̂k|N = δx̂+
k +Ak

[
δx̂k+1|N − δx̂−

k+1

]
(6.2)

The error covariance matrix for the smoothed estimates can be obtained by

the recursive equation:

Pk|N = P+
k +Ak

[
Pk+1|N −P−

k+1

]
AT

k

where the refined state vector δx̂k|N and co-variancePk|N from the backward sweeping

processes are updated at each smoothing step.
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Figure 6.2 shows how the Kalman filter and smoother is coupled to the EM-

PIRE algorithm. After the state and covariances are obtained from the Kalman filter

for a selected time window, the smoother is implemented in backward order to refine

the state and covariance estimations at time steps of N − 1, N − 2, ...1, denoted as

δx̂N−1|N, δx̂N−2|N, ...δx̂1|N for state vectors, and PN−1|N, PN−2|N,...P1|N for state

covariance matrices.

Figure 6.2. Filter-smoother coupled technique setup in EMPIRE algorithm. The
forward filter sweep block is same as the Kalman filter flowchart shown in Figure
2.1, and the variable descriptions can be referred to in the caption of Figure 2.1.
The smoother gain is denoted as Ak, and k = N − 1, N − 2, ...1 indicates the
recursive direction is backward. At k-th time epoch, the smoothed state variables
δx̂k|N and covariance Pk|N are calculated based on the smoother gain, prior and
posterior state vectors and covariance matrices estimated from the Kalman filter.



107

6.2 Experimental setup

The goal is to explore the potential of the Kalman smoother in EMPIRE. To

illustrate the global impacts, a similar experimental setup using synthetic data is

adopted from Chapter 3.2: the driving ionospheric variables obtained from SAMI3

and SAMI3’s driven models (Weimer, MSIS and HWM14) are treated as synthetic

truth, and IRI is the background model. The same two days of 25-26 August 2018

are selected for this study.

Figure 6.3. Modified from Figure 3.3. The background model inputs and measure-
ments are same as the experiment setup in Chapter 3.2. The red text indicates
EMPIRE new modification by coupling a smoother. Two study objectives is also
highlighted in red.

The experiment flowchart is shown in Figure 6.3, which indicates the objec-

tives in red are: 1) Implement a Kalman smoother to EMPIRE assimilated/filtered

outputs, 2) Analyze EMPIRE performance after coupling the smoother. The driver

of ion drift will be assessed by comparing to SAMI3 data as synthetic truth.
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6.3 Results

After EMPIRE is coupled with Kalman smoother, Figure 6.4 shows the zonally

averaged difference between SAMI3 and EMPIRE correction of ion drifts in field-

perpendicular zonal and meridional directions over time. Compared to Figure 3.4,

which shows EMPIRE results without a smoother implemented, the zonal mean error

of ion drifts at high latitudes is reduced significantly.

During the quiet time from 14 UT to 24 UT on the August 25th, the zonal

mean error in the field-perpendicular zonal direction in the northern hemisphere high

latitudes exceeds +200 [m/s] in Figure 3.4. The smoothed results indicates the zonal

mean error is decreased by approximately 150-200 [m/s]. As for storm time, the

large negative mean errors at northern high latitudes were observed in Figure 3.4,

while smoothed products shows reduced magnitude in zonal mean errors. At SH high

latitudes, the smoothed results yield zonally averaged mean errors within ±50 [m/s],

which is much lower than results shown in Figure 3.4.

Figure 6.5 shows the time-averaged and latitude-dependent ion drift relative

error on a log base-10 scale in the (a) field-perpendicular zonal direction and (b) field-

perpendicular meridional direction. Figure 6.5(c) and (d) plot the time-averaged error

µϵvi(θ) and standard deviation σϵvi(θ) between SAMI3 and EMPIRE corrected ion

drifts in perp-zonal and perp meridional directions, respectively. Figure 6.5(a) and

(b) indicate relative error does not change by comparing to Figure 3.4 (a) and (b).

From Figure 6.5(c), calculations of µϵvi(θ) and σϵvi(θ) in perp-zonal direction

at high latitudes for both hemispheres are decreased, indicating that the zonal mean

errors are less spread across time. Figure 6.5(d) also present reduced µϵvi(θ) and

σϵvi(θ) in the perp-meridional direction.
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Zonally averaged difference ǭvi(θ; t) [SAMI3 - EMPIRE]
(a) Perp-zonal ǭvi(θ; t)
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Figure 6.4. Zonally averaged differences between SAMI3 and EMPIRE correction of
ion drifts processed by Kalman smoother, in the (a) field-perpendicular zonal and
(b) field-perpendicular meridional directions. The red vertical lines separates the
quiet and storm periods: 00 UT and 18 UT August 25th is the quiet period, and
18 UT August 25th to 00 UT August 27th is the storm period.

6.4 Conclusions

A synthetic study is conducted for exploring the impacts from coupling the

Kalman smoother to the EMPIRE algorithm in correcting ion drifts, and show sig-

nificant improvements on error residuals at high latitudes. To compare EMPIRE

performance before and after the smoothing process, data inputs and error metrics

are same as contribution (1) in Chapter 3, and same period from August 25th to 26th

2018 are selected.

The zonal mean errors in the field-perpendicular zonal direction at northern

high latitudes are bounded within a range of ± 100 [m/s] for storm time (00 UT

to 18 UT on August 25th), and ± 50 [m/s] for quiet time (18 UT on August 25th

to 00 UT on August 27th). For the field-perpendicular meridional direction, the

zonal mean errors at high latitudes are also decreased to below the magnitude of 50

[m/s]. The time-averaged error sigmas are also reduced to be within ± 50 [m/s] for
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(c) Perp-zonal µǫvi(θ) and σǫvi(θ) [SAMI3 - EMPIRE ]
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(d) Perp-meridional µǫvi(θ) and σǫvi(θ) [SAMI3 - EMPIRE]

Figure 6.5. The time averaged ion drift relative errors on a log base-10 scale versus ge-
omagnetic latitude are presented in (a) field-perpendicular zonal direction and (b)
field-perpendicular meridional direction, from EMPIRE newly coupled smoother.
The horizontal dashed line in (a) and (b) indicate that the relative error is 100%.
The time-averaged error µϵvi(θ) and standard deviation σϵvi(θ) between SAMI3
and EMPIRE corrected ion drifts versus magnetic latitude are plotted in the field-
perpendicular (c) zonal and (d) meridional directions. The horizontal dashed line
indicates 0 velocity components. The Figure (c) inset plot zooms in on the mean
error at the low-to-mid latitudes. For all of the subplots, the vertical black line
is the 0◦ latitude line. Quiet and storm time error statistics are plotted with blue
and red lines, respectively.
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the field-perpendicular zonal direction, and ± 20 [m/s] for the field-perpendicular

meridional direction. The time-averaged relative errors on a log-10 scale do not differ

much from the results in Section 3.3, indicating that at latitudinal-dependent bias at

high latitudes still persists in EMPIRE.

Categorized as a retrospective objective analysis, the Kalman smoother has

been studied for the purpose of improving analysis qualities in data assimilation [169].

The implementation in this work of a Kalman smoother in EMPIRE also indicates

the potential of using a Kalman smoother to refine ionospheric models and improve

the accuracy of ion drift predictions, which highlights the importance of continued

research and development in ionospheric modeling and prediction techniques.
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CHAPTER 7

CONCLUSIONS

This dissertation described the developments in a data assimilation (DA) al-

gorithm known as EMPIRE, and DA applications for investigating a storm-related

phenomenon, the NILE. EMPIRE primarily ingests the electron densities from other

DA algorithms, combines them with background model information, and yields op-

timized estimates of ion drifts and neutral wind in a global or regional map via

Kalman filtering. The major contributions in this thesis include: (1) reconstructing

the representation error as an error source input to the Kalman filter in EMPIRE;

(2) augmenting observations with SuperDARN ion drift measurements to be assim-

ilated into EMPIRE and validating with MHISR measurements; (3) exploring the

NILE driving mechanism and validating the proposed mechanism with independent

outputs from two DA algorithms, the WACCM-X + DART and EMPIRE.

7.1 Summary and Discussion

This dissertation is motivated by investigation of a storm-related phenomenon:

NILE, which refers to persistent electron content enhancement at the U.S. Florida

region during local nighttime. Neutral wind can be a driving factor of NILE and

was analyzed in [31]. [21] explained the plasma motion might be due to storm-

time electric fields, and proposed the Polarization Terminator (PT) and Pre-reversal

Enhancement (PRE) as possible supporting theories describing the NILE. Before

investigating NILE phenomenon, it is essential to comprehensively understand the

limitations and advantages of the data assimilation tool used in the study, which is

EMPIRE.

The first and second contributions are related with data assimilation algorithm
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developments. The first contribution of Chapter 3 reconstructs the representation er-

ror in EMPIRE and analyzes the performance on a global scale. SAMI3 is utilized

as a synthetic truth source of electron density and ion drifts. EMPIRE runs on two

days of August 25th and 26th on 2018 are investigated, and inputs to EMPIRE are

self-consistent with SAMI3. The EMPIRE outputs of ion drifts in field-perpendicular

zonal and meridional directions are compared with the synthetic truth of ion drift cor-

responding components from SAMI3. The error metrics indicate latitude-dependent

error distributions. The results show the northern hemisphere yields larger zonally

averaged mean errors over the analysis period, and the relative error exceeds 100 %

at high latitudes. Also, the error sigma during storm time is generally greater than

the quiet time, which indicates larger uncertainties are expected during storm time.

The second contribution, of Chapter 4, introduces a new method to improve

EMPIRE’s capabilities by integrating SuperDARN ion drift measurements. This

method involves creating new observation matrices within the Kalman filter observa-

tion update procedure. The analysis period is selected from 16-18 March 2015, with

peak geomagnetic activity at 22 UT on March 17th. The study compares a primary

case that only ingests SAMI3/IDA4D electron densities with the augmented cases that

assimilate SuperDARN data in fit and grid data forms, respectively. EMPIRE’s esti-

mations and background model calculations for ion drifts are validated using MHISR

measurements at two locations for field-perpendicular zonal and meridional direc-

tions. Additionally, two independent SuperDARN gridded ion drift datasets, which

are not integrated into EMPIRE, are used as other validation sources. Overall, this

investigation shows EMPIRE’s performance improves only slightly due to ingestion

of high latitude drifts through the incorporation of richer spatial information from fit

data, leading to slightly reduced residual deviations.

The scientific principle investigation of a storm-related phenomenon of NILE
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is conducted on the third contribution of Chapter 5. In order to quantify an enhance-

ment level compared to the background total electron content, the TEC ratio regional

maps are constructed for 4 moderate to severe storm events. The case studies show

that the geomagnetic activity levels are associated with NILE strength, and plasma

is transported westward and poleward at the enhancement region. We investigated

the NILE driving mechanism and tested the proposed theory [21] that the NILE for-

mation is due to PT and PRE that cause northwest ion motion. To gain more insight

on ion transport, EMPIRE and WACCM-X + DART are each implemented indepen-

dently for the storm case of 17 March 2015. The westward motion during Florida

local nighttime from both algorithms agree with PT theory, but the poleward motion

is not observed either from WACCM-X + DART or EMPIRE results. A circulation

pattern below Florida’s latitude after dusk terminator is detected in WACCM-X +

DART, and EMPIRE shows agreement with this at one time epoch. At local post-

midnight, EMPIRE continues to yield westward motion, which is different from the

equator-ward motion in WACCM-X + DART.

Motivated by the inconsistency between EMPIRE and WACCM-X + DART

estimations for NILE study, a causal filtering technique is proposed to refine the

states with all information available (both past and future). Chapter 6 adopted the

Kalman smoothing technique in EMPIRE proposed to refine the state calculations.

To assess the global performance after coupling the smoother, the days that were

investigated in Chapter 3 are chosen for the evaluation time periods. The same

inputs and error metrics in Chapter 3 are used in this study to better understand

the impacts of the new filter/smoother coupled technique in EMPIRE. From the

filtered and smoothed results, EMPIRE shows improvements on high-latitude ion

drift calculations, indicated by reduced zonal mean errors and time-averaged error

sigmas.
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7.2 Future work

Chapter 3 is the synthetic study of representation error in EMPIRE with

only Kalman filter, and yields excessive errors at high-latitudes. EMPIRE utilizes

spherical harmonics expansion as the fitting functions for electric potential driver,

formulated by assuming the constant electric potential value along with a magnetic

field-line for a dipole. However, the defined L-shell values at high-latitudes based

on the assumptions yield larger variations than the actual earth model. The Active

Magnetosphere and Planetary Electrodynamics Response Experiment (AMPERE)

utilizes the spherical cap harmonic analysis (SCHA) to derive fitting coefficients for

magnetic field perturbations due to Birkeland (field-aligned) currents from Iridium

satellite magnetometer data [170]. One direction for EMPIRE work can be to develop

a high-latitude mapping function, using spherical cap harmonics [171] to separate the

coefficient fitting for low-to-mid and high latitudes. Additionally, Chapter 6 indicates

that the smoother can reduce the high-latitude errors. In future work, runs with

ingesting real data should be conducted to assess the performance of the smoother.

Chapter 4 investigated the algorithm capabilities of ingesting additional ion

drift measurements and validate with other independent data sources. However, the

posterior state covariance from EMPIRE implementations (indicated by the error

bars plotted on Figure 4.7 and Figure 4.8) does not adequately represent for the

truth measurements. Posterior state covariance is obtained based on the Kalman

gain calculation, observation mapping matrix and prior state covariance. Given the

linear independent relationship between observations, and between drivers of neutral

wind and electric potential, the correlation information is missing in the Kalman gain

calculations. Besides, the fitting function can be another error source that attributed

to the Kalman gain calculations. Further investigations need to be performed to

improve the error statistics input to the algorithm.
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Chapter 5 only shows the WACCM-X + DART and EMPIRE implementa-

tion results on March 2015, to illustrate the NILE plasma motion. One case can be

illustrative but is not enough for definitive scientific conclusions. Thus other storm

cases should also be investigated for dependency on other possible factors (i.e. geo-

magnetic levels, seasons, geographic locations). Also, the neutral wind’s impacts as

a NILE were investigated in [31], but the combined effects of both winds and fields

can reveal more realistic information about NILE.
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APPENDIX A

CORRECTIONS TO FIRST AND SECOND DERIVATIVES OF ASSOCIATED

LEGENDRE POLYNOMIAL FUNCTIONS
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A.1 Derivation of Associated Legendre Function’s First Derivative Recur-
rence Relation

The goal of the derivation is to show that, unlike Miladinovich et al. (2020)’s

Eq. (A13), which says:

dPm
l

du
=

muPm
l − (l +m)(l −m+ 1)(1− u2)1/2Pm−1

l

1− u2
INCORRECT

and unlike A&S 9th edition’s Eq. 8.5.2,

(u2−1)
dPm

l

du
= (l+m)(l−m+1)(u2−1)1/2Pm−1

l −muPm
l NOT APPLICABLE

which applies to complex values of u, the recurrence relation derivative for real-valued

u and non-negative integer l,m is:

(u2 − 1)
dPm

l

du
= −(l +m)(l −m+ 1)(1− u2)1/2Pm−1

l −muPm
l CORRECT (A.1)

To show Eq. (A.1), begin with the definition of the associated Legendre func-

tions Pm
l for −l ≤ m ≤ l including the Condon-Shortly phase (−1)m but not the nor-

malization factors is defined by Eq. (23) of Miladinovich et al., 2020, and reprinted

here:

Pm
l =

(−1)m

2ll!
(1− u2)m/2(

d

du
)(l+m)(u2 − 1)l (A.2)

Taking the derivative of Eq. (A.2) with respect to u:

dPm
l

du
=

(−1)m

2ll!
(
d

du
)l+m(u2 − 1)l

d
(
(1− u2)m/2

)
du

+
(−1)m

2ll!
(1− u2)m/2(

d

du
)(l+m+1)(u2 − 1)l

= − mu

1− u2
Pm
l − (1− u2)1/2Pm+1

l (A.3)
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where

Pm+1
l =

(−1)m+1

2ll!
(1− u2)

m+1
2

d

du

(l+m+1)

(u2 − 1)l (A.4)

Separately, substituting degree of l+1 into Eq. (A.2):

Pm
l+1 =

(−1)m

2l+1(l + 1)!
(1− u2)m/2 (

d

du
)(l+m+1)(u2 − 1)l+1︸ ︷︷ ︸

Term1

(A.5)

To expand Term1 in Eq. A.5, there are two options: to write it in terms of

[Pm
l , Pm−1

l ] or write it in terms of [Pm+1
l , Pm

l , Pm−1
l ].

A.1.1 Mathematical equations used in the derivation. Before we expand

Term1, the binomial coefficient on k-th derivatives with respect to u on the product of

differentiable functions f and g dependent on u are expressed by the general Leibniz

rule as Eq. (5.52) in [172]:

d

du

(k)

(fg) =
k∑

r=0

(
k

r

)
f (r)g(k−r)

=

(
k

0

)
f (0)g(k) +

(
k

1

)
f (1)g(k−1) +

(
k

2

)
f (2)g(k−2) + ...+

(
k

k

)
f (k)g(0)

(A.6)

where r is the summation variable, f, g are the functions of independent variable u,

and where
(
a
b

)
≜ a!

b!(a−b)!
, and the bracketed superscripts indicate the ()-th derivative

with respect to u.
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A.1.2 Option 1: Express Term1 as a combination of [Pm
l & Pm−1

l ]. Using

the binomial differentiation Eq. (A.6),

Term1 =
d

du

(l+m+1)

(u2 − 1)l+1

=
d

du

(l+m)

2u(l + 1)︸ ︷︷ ︸
f

(u2 − 1)l︸ ︷︷ ︸
g


=

l+m∑
r=0

(
l +m

r

)
f (r)g(l+m−r)

=

(
l +m

0

)
f (0)g(l+m) +

(
l +m

1

)
f (1)g(l+m−1)

+

(
l +m

2

)
f (2)g(l+m−2) + ...+

(
l +m

l +m

)
f (l+m)g(0)︸ ︷︷ ︸

0

= 2u(l + 1)
d

du

(l+m)

(u2 − 1)l +
(l +m)!

(l +m− 1)!
2(l + 1)︸ ︷︷ ︸

f (1)

d

du

(l+m−1)

(u2 − 1)l︸ ︷︷ ︸
g(l+m−1)

(A.8)

Multiplying both sides of Eq. (A.8) by (−1)m

2l+1(l+1)!
(1− u2)m/2, so then Eq. (A.5)

can be rewritten as

Pm
l+1 = uPm

l − (l +m)(1− u2)1/2Pm−1
l (A.9)

where

Pm−1
l =

(−1)m−1

2ll!
(1− x2)(m−1)/2 d

du

(l+m−1)

(u2 − 1)l (A.10)

Eq. (A.9) is the form for Option 1 for Eq. (A.5).

A.1.3 Option 2: Expand Term1 in terms of [Pm+1
l , Pm

l & Pm−1
l ]. Recall that

Pm+1
l is given in Eq. (A.4), Pm

l in Eq. (A.2), and Pm−1
l in Eq. (A.10). Begin with

Term1:
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Term1 =
d

du

(l+m+1)

(u2 − 1)l+1

=
d

du

(l+m+1)

(u2 − 1)︸ ︷︷ ︸
f

(u2 − 1)l︸ ︷︷ ︸
g


=

l+m+1∑
r=0

(
l +m+ 1

r

)
f (r)g(l+m+1−r)

= 1

(
l +m+ 1

0

)
f (0)g(l+m+1) +

(
l +m+ 1

1

)
f (1)gl+m

+

(
l +m+ 1

2

)
f (2)g(l+m−1)

= (u2 − 1)
d

du

(l+m+1)

(u2 − 1)l︸ ︷︷ ︸
term2

+
(l +m+ 1)!

(l +m)!
2u

d

du

(l+m)

(u2 − 1)l︸ ︷︷ ︸
term3

+
2(l +m+ 1)!

2!(l +m− 1)!

d

du

(l+m−1)

(u2 − 1)l︸ ︷︷ ︸
term4

= (u2 − 1)
d

du

(l+m+1)

(u2 − 1)l︸ ︷︷ ︸
term2

+2u(l +m+ 1)
d

du

(l+m)

(u2 − 1)l︸ ︷︷ ︸
term3

+ (l +m+ 1)(l +m)
d

du

(l+m−1)

(u2 − 1)l︸ ︷︷ ︸
term4

(A.11)

Multiply both sides of Eq. (A.11) by (−1)m

2l+1(l+1)!
(1− u2)m/2, which is the factor

preceding Term1 in Eq. (A.5). This will give the term2 expansion as:

(−1)m

2l+1(l + 1)!
(1− u2)m/2(term2)

=
(−1)m

2(l+1)(l + 1)!
(1− u2)m/2(u2 − 1)

d

du

(l+m+1)

(u2 − 1)l

= −(1− u2)−1/2 u2 − 1

2(l + 1)

(−1)m+1

2ll!
(1− u2)(m+1)/2 d

du

(l+m+1)

(u2 − 1)l︸ ︷︷ ︸
Pm+1
l
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=
(1− u2)1/2

2(l + 1)
Pm+1
l

The term3 expansion is:

(−1)m

2l+1(l + 1)!
(1− u2)m/2(term3)

=
(−1)m

2(l+1)(l + 1)!
(1− u2)m/22u(l +m+ 1)

d

du

(l+m)

(u2 − 1)l

=
u(l +m+ 1)

l + 1

(−1)m

2l(l)!
(1− u2)m/2 d

du

(l+m)

(u2 − 1)l︸ ︷︷ ︸
Pm
l

=
u(l +m+ 1)

l + 1
Pm
l

The term4 expansion is:

(−1)m

2l+1(l + 1)!
(1− u2)m/2(term4)

= (l +m+ 1)(l +m)
(−1)m

2l+1(l + 1)!
(1− u2)m/2 d

du

(l+m−1)

(u2 − 1)l

=
−(1− u2)1/2(l +m)(l +m+ 1)

2(l + 1)

(−1)m−1

2ll!
(1− u2)(m−1)/2 d

du

(l+m−1)

(u2 − 1)l︸ ︷︷ ︸
Pm−1
l

=
−(1− u2)1/2(l +m)(l +m+ 1)

2(l + 1)
Pm−1
l

Combining the expansions of term2, term3 and term4, then Pm
l+1 of Eq. (A.5)

can be written via Option 2 as:

Pm
l+1 =

(1− u2)1/2

2(l + 1)
Pm+1
l +

u(l +m+ 1)

l + 1
Pm
l − (1− u2)1/2(l +m)(l +m+ 1)

2(l + 1)
Pm−1
l

(A.18)
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A.1.4 Final derivation of the recurrence relation. Here we will use the Option

1 form, Eq. (A.9) to complete the recurrence relation for the derivative. Multiplying

Eq. (A.18) through by 2(l+1), subtracting the Pm
l term from both sides, and plugging

in Eq. (A.9) to eliminate Pm
l+1:

2(l + 1)
[
uPm

l − (l +m)(1− u2)1/2Pm−1
l

]︸ ︷︷ ︸
Pm
l+1

−2u(l +m+ 1)Pm
l

= (1− u2)1/2
[
Pm+1
l − (l +m)(l +m+ 1)Pm−1

l

]
(A.19)

Reorganizing Eq. (A.19) to gather Pm
l terms:

2muPm
l = −(l −m+ 1)(l +m)(1− u2)1/2Pm−1

l − (1− u2)1/2Pm+1
l (A.20)

Recall the derivative of Pm
l with respect to u in Eq. (A.3):

dPm
l

du
= − mu

1− u2
Pm
l − (1− u2)−1/2Pm+1

l

Rearranging Eq. (A.3) to move Pm+1
l to the left side of equation and other terms to

the right side:

Pm+1
l = −(1− u2)1/2

dPm
l

du
−mu(1− u2)−1/2Pm

l (A.21)

Plugging (A.21) into (A.20), the final recurrence relation is derived as:

(u2 − 1)
dPm

l

du
= −(l +m)(l −m+ 1)(1− u2)1/2Pm−1

l −muPm
l (A.22)

A.1.5 Examples plugged in.

1. Derivative of P 1
1

To demonstrate (A.22), we first choose an associated Legendre function with
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l = 1,m = 1

P 1
1 = −(1− u2)1/2

d

d2u

2

(u2 − 1)

= −(1− u2)1/2

P 0
1 = u

plugging P 1
1 and P 0

1 into the right side of Eq. (A.22) and organizing the terms:

dP 1
1

du
= u(1− u2)−1/2

Which is equivalent to the result of directly taking derivative of P 1
1 with respect

to x:

dP 1
1

du
= u(1− u2)−1/2

2. Derivative of P 2
2

To check (A.22) again, we choose an associated Legendre function with l =

2,m = 2

P 2
2 = 3(1− u2)P 1

2 = −3u(1− u2)1/2 (A.24)

Plugging P 2
2 and P 1

2 into the right side of Eq. (A.22) and organizing the terms:

dP 2
2

du
= −6u

which is equivalent to the result of directly taking derivative of P 2
2 with respect

to u:

dP 2
2

du
= −6u
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3. Derivative of P 1
2 Start by noting that P 1

2 was given in Eq. (A.24), and P 0
2 is:

P 0
2 =

(−1)0

22(2!)
(1)

d2

du2
(u2 − 1)2

=
1

2
(3u2 − 1)

To test whether (u2 − 1)
dPm

l

du
= −(l +m)(l −m + 1)(1− u2)1/2Pm−1

l −muPm
l ,

compute the lefthand side (LHS) by direct differentiation:

(u2 − 1)
dPm

l

du
= (u2 − 1)

d

du
[−3u(1− u2)1/2]

= (u2 − 1)[−3(1− u2)1/2 + 3u2(1− u2)−1/2]

= 3(1− u2)3/2 − 3u2(1− u2)1/2

= 3(1− u2)1/2[(1− u2)− u2]

= 3(1− u2)1/2(1− 2u2)

For the righthand side (RHS) we plug in:

−(l +m)(l −m+ 1)(1− u2)1/2Pm−1
l −muPm

l

= −(2 + 1)(2− 1 + 1)(1− u2)1/2[
1

2
(3u2 − 1)]− 1u(−3u)(1− u2)1/2

= −3(1− u2)1/2(3u2 − 1) + 3u2(1− u2)1/2

= 3(1− u2)1/2[−3u2 + 1 + u2]

= 3(1− u2)1/2(1− 2u2)

So the LHS = RHS for the derivative of P 1
2 as well.

A.1.6 Alternative derivation based on NIST Handbook of Mathematical

Functions [page 362]. In the textbook, the degree is denoted as µ,equivalently

to m in the above context, and order ν is equivalent to l. For this derivation, we
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maintain the notation in the textbook for consistency, Eq. (14.10.1) in the book

refers to the occurrence relation between degrees, by reducing 1 degree the relation

can be written as:

P µ+1
ν + 2µx(1− x2)−1/2P µ

ν + (ν − µ+ 1)(ν + µ)P µ−1
ν = 0

Then in order to simplify the equation representation, K = (1 − x2) treated as a

constant:

P µ+1
ν = −2µxK−1/2P µ

ν − (ν − µ+ 1)(ν + µ)P µ−1
ν (A.36)

For the Eq. (14.10.2) in the textbook:

K1/2P µ+1
ν = (ν − µ+ 1)P µ

ν+1 − (ν + µ+ 1)xP µ
ν (A.37)

Plugging (A.36) in (A.37):

K1/2[−2µxK−1/2P µ
ν − (ν −µ+1)(ν +µ)P µ−1

ν ] = (ν −µ+1)P µ
ν+1 − (ν +µ+1)xP µ

ν

Move P µ
ν and its coefficient at the right side to the left side of the equation,

and canceling K out:

−2µxP µ
ν + (ν + µ+ 1)xP µ

ν −K1/2(ν − µ+ 1)(ν + µ)P µ−1
ν = (ν − µ+ 1)P µ

ν+1
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Canceling the common term (ν + µ+ 1) out, the equation can be written as:

xP µ
ν −K1/2(ν + µ)P µ−1

ν = P µ
ν+1 (A.38)

Recall the derivative Eq. (14.10.4) at textbook:

K
dP µ

ν

dx
= (µ− ν − 1)P µ

ν+1 + (ν + 1)xP µ
ν

Insert the term P µ
ν+1 in Eq. (A.38) to the derivative equation:

K
dP µ

ν

dx
= (µ− ν − 1)[xP µ

ν −K1/2(ν + µ)P µ−1
ν ] + (ν + 1)xP µ

ν

= µxP µ
ν −K1/2(µ− ν − 1)(ν + µ)P µ−1

ν

= µxP µ
ν +K1/2(ν − µ+ 1)(ν + µ)P µ−1

ν

Recall the earlier simplification K = (1 − x2), and ν ≜ l, µ ≜ m, x ≜ u the

final derivation can be written as:

(1− u2)
dPm

l

du
= muPm

l + (1− u2)1/2(l −m+ 1)(l +m)Pm−1
l
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A.2 Derivation of second order derivative of the Legendre polynomials Pm
l

From previous context, the first order derivative of Legendre polynomial Pm
l(u)

is defined in Eq. (A.42), and substitute S = (l−m+1)(l+m) for simplification:

dPm
l

du
=

muPm
l +

S︷ ︸︸ ︷
(l −m+ 1)(l +m)(1− u2)

1
2Pm−1

l

1− u2
(A.42)

The derivative of Pm
l(u) can be :

Pm
l(uu) =

g(u)f ′(u)− f(u)g′(u)

[g(u)]2
,where


f(u) = muPm

l + S(1− u2)
1
2Pm−1

l

g(u) = 1− u2

(A.43)

We first derive the first order derivative of f(u) and g(u):

f ′(u) =
df(u)

du
= mPm

l +muPm
l(u) − Su(1− u2)−

1
2Pm−1

l + S(1− u2)
1
2Pm−1

l(u)

g′(u) =
dg(u)

du
= −2u (A.44)

Then plug Eq. (A.44) into Eq. (A.43) to obtain Pm
l(uu) :

g(u)f ′(u)− f(u)g′(u)

[g(u)]

=
Su(1− u2)

1
2Pm−1

l + S(1− u2)
3
2Pm−1

l(u) + (m+mu2)Pm
l +mu(1− u2)Pm

l(u)

(1− u2)2

=
Su

(1− u2)
3
2

Pm−1
l +

S√
1− u2

Pm−1
l(u) +

m(u2 + 1)

(1− u2)2
Pm
l +

mu

1− u2
Pm
l(u)︸︷︷︸

Eq.(A.42)

(A.45)
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The fourth term in Eq. (A.45) can be expanded by plugging in Eq. (A.42) :

mu

1− u2
Pm
l(u) =

muS

(1− u2)
3
2

Pm−1
l +

(
mu

1− u2

)2

Pm
l (A.46)

plugging Eq. (A.46) into (A.45), and rearrage the terms, the final form of

Pm
l(uu) can be derived:

Pm
l(uu) =

S√
1− u2

Pm−1
l(u) +

uS(m+ 1)

(1− u2)
3
2

Pm−1
l +

m2u2 +mu2 +m

(1− u2)2
Pm
l

The normalized Pm
l(uu) is (denoted as P̂m

l(uu)):

P̂m
l(uu) = Nm

l Pm
l(uu) =

Nm
l

Nm−1
l︸ ︷︷ ︸
1√

(l+m)(l−m+1)

[
S√

1− u2
P̂m−1
l(u) +

uS(m+ 1)

(1− u2)
3
2

P̂m−1
l

]

+
m2u2 +mu2 +m

(1− u2)2
P̂m
l

where


Nm

l =
√(

2l+1
2

) (l−m)!
(l+m)!

Nm−1
l =

√(
2l+1
2

) (l−m+1)!
(l+m−1)!

Recall the definition of S = (l +m)(l −m+ 1), P̂m
l(uu) is derived as:

P̂m
l(uu) =

√
(l +m)(l −m+ 1)

1− u2

(
P̂m−1
l(u) +

u(m+ 1)

1− u2
P̂m−1
l

)
+

m2u2 +mu2 +m

(1− u2)2
P̂m
l

When m = 0:

P̂ 0
l(uu) =

−
√
l(l + 1)

[
uP 1

l + (1− u2)P 1
l(u)

]
(1− u2)

3
2
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APPENDIX B

SUPPORTING INFORMATION TO CHAPTER 3
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B.1 EMPIRE mapping matrix H and state x definition

The mapping matrix H and state δx that appear in Eq. (2.25) are obtained by

concatenating the transport terms of each of the estimated drivers that are estimated

with EMPIRE a⊥ and au:

δa⊥ = HVδxV

δau = Huδxu

The definition of the mapping matrix HV and the state δxV can be found in [90].

The mapping matrix Hu and the state δxu are defined in [38]. They are obtained

by substituting the expansions of the driver, Equations (B.3) and (B.4), into the

corresponding density rate terms in Eq. (2.21) and stacking all the grid points. The

potential field δV uses a scalar spherical harmonic expansion, derived in [90], using

geomagnetic coordinates altitude, colatitude and longitude (r, θ, ϕ).

δV =
lmax∑
l=1

l∑
m=1

Y m
l (L, ϕ) (B.3)

Y m
l (L, ϕ) = Nm

l Pm
l (L)Φm

l (ϕ)

Nm
l Pm

l is the fully normalized associated Legendre polynomial as described

by [173]. The potential field δV expansion depends on variable L(r, θ), that describes

the normalized L-shell between domain [−1, 1]. This allows for the spatial potential

field δV to be a function of only two independent variables (r, θ). This is done by

assuming constant electric field along the dipole field lines. The term Φm
l contains

the harmonic term and the unknown coefficients stacked in the state δxV. To obtain

the ion drift δv⃗⊥, the electric field δE⃗ associated with ion motion is cross-multiplied

with the Earth’s magnetic field B⃗0. The electric field δE⃗ is calculated as the gradient
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of the expanded electric potential δV and the IGRF-11 model [99] is used to obtain

the magnetic field B⃗0.

δv⃗⊥ =
−∇δV × B⃗0

B2
0

The neutral winds δu⃗ are expanded using a vector spherical harmonic expan-

sion, derived in [38]. They are estimated by projecting the geographic meridional

and zonal components, δuN and δuE respectively, onto the field-aligned direction b̂ as

shown in [90]. The assumption of negligible vertical winds in the vertical direction is

made.

δu⃗ =
lmax∑
l=1

l∑
m=1

Y m
l (cos θ, ϕ)r̂ + r∇⃗Y m

l (cos θ, ϕ) + r⃗ × ∇⃗Y m
l (cos θ, ϕ) (B.4)

Where δu⃗ is expanded in (r̂, θ̂, ϕ̂), that are the unit vectors of a magnetic spherical

coordinate system. Function Y m
l has been defined in Eq. (B.1) which includes the

harmonic term Φm
l that contains the unknown coefficients δxu.

B.2 ExB drift mapping matrices derivation The ExB drift δv⃗⊥ at the ith grid-

point defined in Eq. (2.29) can be decomposed into radial, magnetic co-latitudinal,

and magnetic longitudinal components δv⊥r, δv⊥θ, δv⊥ϕ, respectively, along the mag-

netic spherical coordinate directions r̂, θ̂, ϕ̂. The detailed derivative expansion of these

components was presented in Appendix A from [37], which we array here as:

δv⃗⊥ =

[
δv⊥r δv⊥θ

δv⊥ϕ

]T

=

 δV(ϕ)B0,θ

B0
2r sin(θ)︸ ︷︷ ︸
δv⊥r

−
δV(ϕ)B0,r

B0
2r sin(θ)︸ ︷︷ ︸
δv⊥θ

B0,r

B0
2r
δV(θ) −

B0,θ

B0
2 δV(r)︸ ︷︷ ︸

δv⊥ϕ


T

(B.5)
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where the superscript T denotes matrix transpose. The magnetic field terms
B0,r, B0,θ, B0,ϕ are the components of magnetic field in the spherical coordinate sys-
tem, B0 is the magnitude of the modeled magnetic field. We model them by IGRF-11,
but simplify Eq. (B.5) by assuming that the magnetic field is close enough to dipolar
that Bϕ ≈ 0. The terms δV(r), δV(θ), δV(ϕ) are the derivatives of the spherical harmonic
expansion of correction electric potential V in Eq. (2.31), with respect to r, θ, ϕ, re-
spectively. (The subscript in parentheses denotes the variable with respect to which
the derivative is taken.) The full forms of these derivatives are given in Appendix A
of [37], and make use of recurrence relations for derivatives Pm

l(u) of Legendre polyno-
mials. An important update to the first order derivative of Legendre polynomial Pm

l(u)

is corrected in Appendix A.1 Eq. (A.22). For the ith grid point:

δV(r) =
lmax∑
l=1

l∑
m=1

2 cos(mϕ)

Re sin
2 θ(Lmax − Lmin)

Pm
l(u)︸ ︷︷ ︸

≡clmr

xlm
c +

2 sin(mϕ)

Re sin
2 θ(Lmax − Lmin)

Pm
l(u)︸ ︷︷ ︸

≡slmr

xlm
s

(B.6)

δV(θ) =
−2r

tan θ
δV(r) (B.7)

δV(ϕ) =
lmax∑
l=1

l∑
m=1

(−mPm
l sin(mϕ))︸ ︷︷ ︸
≡clmϕ

xlm
c + (mPm

l cos(mϕ))︸ ︷︷ ︸
≡slmϕ

xlm
s (B.8)

Expanding the summation terms δV(r),δV(θ),δV(ϕ) in Eq. (B.6),(B.7),(B.8) and

rewriting in matrix form, the coefficients matrices Cr,Cθ,Cϕ can be formulated:

δV(r) =
[
c11r c21r ... clmr | s11r s21r ... slmr

]
︸ ︷︷ ︸

Cr

[
x11
c x21

c ... xlm
c | x11

s x21
s ... xlm

s

]T
︸ ︷︷ ︸

δxV

(B.9)

δV(θ) =
−2r

tan θ

[
c11r c21r ... clmr | s11r s21r ... slmr

]
︸ ︷︷ ︸

Cθ

[
x11
c x21

c ... xlm
c | x11

s x21
s ... xlm

s

]T
︸ ︷︷ ︸

δxV

(B.10)
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δV(ϕ) =
[
c11ϕ c21ϕ ... clmϕ | s11ϕ s21ϕ ... slmϕ

]
︸ ︷︷ ︸

Cϕ

[
x11
c x21

c ... xlm
c | x11

s x21
s ... xlm

s

]T
︸ ︷︷ ︸

δxV

(B.11)

By plugging Eq. (B.9),(B.10),(B.11) into Eq. (B.5) and reorganizing the

terms, row matrices H⊥r,H⊥θ, H⊥ϕ in Eq. (2.34) map the basis function coefficients

for electric potential δxV to three components of δv⃗⊥ along centered dipole spherical

coordinate directions r̂, θ̂, ϕ̂:

δv⃗⊥ =


δv⊥r

δv⊥θ

δv⊥ϕ


=


H⊥r

H⊥θ

H⊥ϕ


[
δxV

]

The relation between H⊥r,H⊥θ, H⊥ϕ and Cr,Cθ, Cϕ are shown as in Eq.

(B.12), (B.13), (B.14)

H⊥r =
B0,θ

B0
2r sin(θ)

Cϕ (B.12)

H⊥θ = − B0,r

B0
2r sin(θ)

Cϕ (B.13)

H⊥ϕ = −B0,θ

B0
2 Cr +

B0,r

B0
2r
Cθ (B.14)

B.3 Background model covariance setup in the Kalman filter In EM-

PIRE, we estimate the ionospheric drivers of electric potential and neutral wind, and

the formation of counterpart background model covariance appearing in Eq. (2.28)

describes the uncertainty of background state vector for these two drivers. Here we

derive the background model covariance P0,k|k for electric potential; the formation

for neutral wind is analogous.
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The background electric potential state vector x̂V,0 for l-order equal to 6 is

estimated in Eq. (B.15), which is Weimer modeled ExB velocity v⊥0 linearly trans-

formed by the Moore–Penrose inverse operator of ExB velocity mapping matrix F†
⊥.

The Weimer model yields ExB drifts in magnetic radial, latitudinal, and longitudianl

directions as v⊥0,r, v⊥0,θ and v⊥0,ϕ respectively. The corresponding mapping matrices

are F⊥r, F⊥θ and F⊥ϕ.

x̂V,0︸︷︷︸
[42×1]

= F†
⊥v⊥0 =


F⊥r

F⊥θ

F⊥ϕ



†

︸ ︷︷ ︸
[42×3n]


v⊥0,r

v⊥0,θ

v⊥0,ϕ


︸ ︷︷ ︸

[3n×1]

(B.15)

The background state covariance PxV is defined by the linear transformation

from Eq. (B.15), where Pv⊥0
is the background velocity error covariance matrix:

PxV︸︷︷︸
[42×42]

= F†
⊥︸︷︷︸

[42×3n]

Pv⊥0︸ ︷︷ ︸
[3n×3n]

(F†
⊥)

T︸ ︷︷ ︸
[3n×42]

(B.16)

Assuming the background model values for each n-th grid is linearly inde-

pendent, Pv⊥0
is a diagonal variance matrix, and 0 is a square matrix of zeros of

dimension [n × n]. The background ExB velocity error variances in r, θ, ϕ direction

are σ2
v⊥0,r

, σ2
v⊥0,θ

, σ2
v⊥0,ϕ

correspondingly, and each diagonal matrix has dimension of

[n × n]:
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Pv⊥0
=


diag(σ2

v⊥0,r) 0 0

0 diag(σ2
v⊥0,θ) 0

0 0 diag(σ2
v⊥0,ϕ)


(B.17)

For each ith direction i = {“r”, “θ”, “ϕ”}, the background velocity error vari-

ance matrix diag(σ2
v⊥0,i) is composed of fitting error and the background model error:

diag(σ2
v⊥0,i) = diag(σ2

⊥fitting,i + σ2
⊥climate,i) (B.18)

The fitting error of the mapping matrix is defined as the standard deviation

of the difference between the estimated mapping value F⊥ix̂V,0 and the background

values v⊥0,i over the global map:

σ⊥fitting,i = std(F⊥ix̂V,0 − v⊥0,i) (B.19)

Since the correction of ExB velocity is estimated, the background model errors

must be regarded in the process update during storm time, and they are assumed to

be 70% of modeled values:

σ⊥climate,i = 70%v⊥0,i (B.20)

Plugging in Equations (B.19) and (B.20) into Eq. (B.18), then Eq. (B.17)

is formed with the diagonal values from Eq. (B.18). By the linear transformation

in Eq. (B.16), the electric potential background state covariance PxV is obtained

as a rectangular matrix in P0,k|k at the k-th time epoch, and 0 are the rectangular

matrices that fill the gaps:
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P0,k|k =



PxV︸︷︷︸
[42×42]

0

0 Pxu︸︷︷︸
[48×48]


︸ ︷︷ ︸

[90×90]

The derivation of Pxu for the neutral wind driver δxu is defined similarly by

replacing the mapping matrix F⊥ with the mapping matrix Fu [38] that maps the

neutral wins corrections onto the geographic east and north directions, for which

vi = {“uE”, “uN”}. Note that the background model covariance P0,k|k is assumed

to be a diagonal matrix at each time epoch, and the correlation between neutral

wind and ion drifts are neglected in the simplified setup. However in a more realistic

setting, the off-diagonal terms in P0,k|k should be non-zero to improve the driver

estimations.

B.4 EMPIRE sensitivity to the change of ion and electron temperature
in the ion contiuity equation

A sensitivity analysis was conducted by examining the dependency of ion and

electron temperatures for collision frequency related to ion temperature, and for dif-

fusion coefficient related to both of ion and electron temperatures.

Assuming the only ion specie is O+, the field-parallel speed v∥ is simplified as

in Eq. (B.21) [89], based on Kirchengast model [93], with drivers of neutral wind u∥,

gravitational effect
g∥
νo+

and the diffusion term along the field-line.

v∥ = u∥ +
g∥
νo+

− kB(Ti + Te)

mo+νo+(1−△in)︸ ︷︷ ︸
D

∇∥N

N
(B.21)
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where g∥ is gravity, and νo+ is the O+−O collision frequency. The diffusion coefficient

D is formulated by the combination of Boltzmann’s constant kB, ion and electron

temperatures (Ti + Te), O+ mass mν+ , ion-neutral collision adjustment term △in

(assumed 0 in EMPIRE). The gradient of electron density N along the magnetic field

line is denoted as ∇∥N .

The collision frequency νo+ is dependent on ion temperatures, and can be

formulated as:

νo+ = C1No

(
Ti + Tn

2

)1/2

(C2 − C3 log10

(
Ti + Tn

2

)
)2 + C4No2 + C5NN2

where C1,C2,C3,C4,C5 are provided constant coefficients for the ion-neutral

frequency, and the neutral density of atmoic oxygen, oxygen and nitrogen molecules

are denoted by No, No2 and NN2 correspondingly. Tn is the neutral temperature.

The partial derivatives of collision frequency with respect to ion temperature

∂νo+
∂Ti

. The diffusion coefficient partial derivatives respect to ion and electron temper-

atures denoted by ∂D
∂Ti

and ∂D
∂Te

respectively, are formulated in the following context.

The partial derivative of collision frequency with respect to ion temperature

is:

∂νo+

∂Ti

= C1NoT
− 1

2

[
1

4
(C2 − C3 log10 T )

2 − C3

ln 10
(C2 − C3 log10 T )

]
,where T =

Ti + Tn

2

The partial derivative of diffusion coefficient with respect to ion temperature
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is:

∂D

∂Ti

=
kB

(
νo+ − (Ti + Te)

∂νo+
∂Ti

)
mo+(νo+)2

The partial derivative of diffusion coefficient with respect to electron temper-

ature is presented at Eq. (B.22).

∂D

∂Te

=
kB

mo+νo+
(B.22)

To show the changes subject to temperature variations (pick △Ti = △Te =

100 K), the variation percent of dependent variables are approximated by first order

Taylor expansion as:

△νo+

νo+
=

∂νo+

∂Ti

△Ti,
△D

D
=

∂D

∂Ti

△Ti +
∂D

∂Te

△Te

The fractional changes △νO+/νO+ and △D/D for each temperature input to

the EMPIRE horizontal grid at 300 kilometers is plotted in Fig. B.1 (a) and (b),

respectively. The bounded 5 percent of the variations in response to temperature

changes of 100 K suggest that the ion continuity formulation is not significantly

affected by varying ion and electron temperature inputs. Furthermore, with regard

to the loss term, the loss disturbance is negligible at F region [100]. Hence, the

ingestion of IRI temperature data, instead of SAMI3 which would be self-consistent

with the truth reference but were not saved, is not expected to have a substantial

effect on EMPIRE estimations.

B.5 EMPIRE experimental setup without incorporating representation
error

Appendix B.5 illustrates the impacts of eliminating representation errors in the
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Figure B.1. Change of collision frequency νo+ and diffusion coefficient D with respect
to ion temperature Ti and electron temperature Te. (a) The variation of collision
frequency △νo+ over νo+ [%] with respect to Ti. (b) The variation of diffusion
coefficient △D over D [%] with respect to Ti + Te. Each dot in the subplots
represents a data pair for the EMPIRE horizontal map at altitude of 300 km.
The x-axes is the temperature in the unit of Kelvin, and y-axes is the variation
percentage.

original EMPIRE setup. The experimental flowchart is represented in Fig. B.2,

and the observation error is only due to the climate model with the simulated

truth as inputs. This result serves as the control for the experiment with the

EMPIRE setup of incorporating representation error in Chapter 4. The same

analysis period from 25-26 August 2018 is selected, and the same data sources

are ingested in this study (i.e. SAMI3 outputs are treated as simulated truth).
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Figure B.2. Block diagram of EMPIRE performance analysis with SAMI3 as the self-
consistent truth source, in which EMPIRE does not take representation error into
account. The electron density rate ∂N/∂t is obtained from the electron density
N from the SAMI3 model, and the time-differencing error is ϵ∂N/∂t, counted as
one component of measurement error. The observation error ϵa0 (equivalent to ϵ
in Figure 3.3) is due to the background modeled term a0, which is modeled by
Weimer, HWM14, IRI and MSIS. The gap between ∂N/∂t and a0 is treated as the
measurement vector.
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Zonally averaged difference ǭvi(θ; t) [SAMI3 - EMPIRE]
(a) Perp-zonal ǭvi(θ; t)
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(b) Perp-meridional ǭvi(θ; t)
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Figure B.3. Zonally averaged differences between SAMI3 and EMPIRE correction of
ion drifts in the (a) field-perpendicular zonal and (b) field-perpendicular meridional
directions, without the representation error formulation of Chapter 4. The red
vertical line separates the quiet and storm periods: 00 UT to 18 UT August 25th
is the quiet period, and 18 UT August 25th to 00 UT August 27th is the storm
period.

B.6 EMPIRE performance analysis

To analyze the difference due to experimental setups between Section 3.2 and

Appendix B.5 quantitatively, Figure 3.4, 3.5, 3.7 in Chapter 3 are reproduced for the

current experimental setup, as Figure B.3, Figure B.4, Figure B.5 respectively.

Figure B.3 shows the zonally averaged differences between SAMI3 and EM-

PIRE correction of ion drifts in (a) field-perpendicular zonal and (b) field-perpendicular

meridional directions. Comparing to Figure 3.4, vertical blue and yellow stripes are

visible for EMPIRE case without formulation of representation error, which indicates

larger random noise exists in the state estimations. Also, the state estimation is more

disturbed during storm time than quiet time.

Figure B.4 plots the time-averaged ion drift relative errors on a log base-10

scale in (a) field-perpendicular zonal and (b) field-perpendicular meridional direc-
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(c) Perp-zonal µǫvi(θ) and σǫvi(θ) [SAMI3 - EMPIRE ]
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(d) Perp-meridional µǫvi(θ) and σǫvi(θ) [SAMI3 - EMPIRE]

Figure B.4. The time averaged ion drift relative errors on a log base-10 scale versus
geomagnetic latitude are presented in (a) field-perpendicular zonal direction and
(b) field-perpendicular meridional direction, for EMPIRE case without represen-
tation error formulation. The horizontal dashed line in (a) and (b) indicate that
the relative error is 100%. The time-averaged error µϵvi(θ) and standard deviation
σϵvi(θ) between SAMI3 and EMPIRE corrected ion drifts versus magnetic latitude
are plotted in the field-perpendicular (c) zonal and (d) meridional directions. The
horizontal dashed line indicates 0 velocity components. The vertical black line is
the 0◦ latitude line. Quiet and storm time error statistics are plotted with blue
and red lines, respectively.
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(a) Zonally averaged differences ǭu‖(θ; t) [EMPIRE]
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(b) Time-averaged neutral wind mean error µǫu‖(θ) and sigma σǫu‖(θ) [EMPIRE]

Quiet time

Storm time

Figure B.5. (a) Zonally averaged difference of neutral wind in the field-parallel direc-
tion from EMPIRE corrections ϵ̄u∥(θ, t) across analysis time, without representa-
tion error formulation. The red vertical line separates the quiet and storm periods.
(b) Time-averaged EMPIRE field-parallel neutral wind mean errors µϵu∥ and stan-
dard deviations σϵu∥ as a function of magnetic latitude.

tions. The dashed line indicates the relative error exceeds 100%. It can be observed

that the low-to-mid latitude (within ±40◦) relative error is nearly 100%, and in-

creases more quickly for higher latitudes, compared to Figure 3.5. The time-averaged

error and its standard deviation between SAMI3 and EMPIRE corrections are shown

in subplot (c) and (d) for field-perpendicular zonal and meridional directions. For

the field-perpendicular zonal direction, the error sigmas at all latitudes are bounded

within 50 [m/s] during quiet-time, but storm-time error sigmas reach to 200 [m/s]

at NH mid-latitudes. The quiet-time error sigma is bounded within 20 [m/s] for

field-perpendicular meridional direction, but exceeds 200 [m/s] at NH high latitudes.

Figure B.5 (a) shows the EMPIRE neutral wind estimation on the field-parallel

direction, from which figure the color stripes indicating significant error are randomly

distributed across time and latitudes. The time-averaged neutral wind are plotted in

Figure B.5 (b). For quiet time, the mean estimations peak at latitudes of ± 60◦, and
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the sigmas is about 4 times larger than 3.7 (b). The mean error during storm time

is closer to 0, but the sigmas are approximately 20 [m/s] across low-to-mid latitudes,

compared to lower sigma values bounded within 15 [m/s] from Figure 3.7 (b).

The noise in state estimation is due to biased Kalman gain calculated based

on the ratio of observation error covariance R and prior state covariance P−
k . Recall

the Eq. (2.11), if R is formulated much smaller than the actual value (i.e. eliminating

the representation error source), so it leads to larger values of Kalman gain and more

weights are added to the observation vector z. Less information from prior state is

inherited to the posterior state estimations, which might lead to the posterior state

being uncorrelated to the prior states, so random noise appeared as color stripes on

the Figure B.3 and Figure B.5. Although observation vector z is assumed error-free,

the actual finite time differencing step (from N to
∂N

∂t
) carries algorithmic errors into

the Kalman gain calculation. The algorithmic errors are intensified due to more gains

on the observation vector, which introduces larger errors into the state estimations.

Appendix B.5 is set up as a supplementary study related to the Chapter 4,

and shows that it is essential to include the representation error to the Kalman gain

calculation for capturing the missing error sources.
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APPENDIX C

SUPPORTING INFORMATION TO CHAPTER 4



147

C.1 Bearing angle derivation and coordinate transformations

The rotation matrix gmRsph transforms components from geomagnetic spheri-

cal coordinates r̂, θ̂, ϕ̂ to geomagnetic east-north-up (ENU) coordinates m̂E, m̂N , m̂U .

gmRsph =


0 0 1

0 −1 0

1 0 0



The rotation matrix fieldRgm transforms components from geomagnetic ENU

to magnetic field coordinates, ⊥̂zonal, b̂, ⊥̂merid:

fieldRgm =


1 0 0

0 cos I − sin I

0 sin I cos I


(C.1)

where I is the inclination angle of the local magnetic field with respect to the hor-

izontal, defined positive downward. Recall the velocity decomposition in Figure 4.1

for each measurement, the bearing angle γ between m̂N and vlp is calculated by the

components projected onto the m̂E and m̂N directions, denoted as vmE and vmN

respectively:

tan(β −D) =
vmE

vmN

(C.2)

The measured velocity geomagnetic east and north components (vmE and vmN)
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can be calculated through the relation:


vmE

vmN

vmU


= (fieldRgm)T


vl sinα

0

vl cosα


(C.3)

Expand Eq. (C.3) and plug the components into Eq. (C.2):

γ = β −D tan(β −D) =
tanα

sin I
(C.4)

Reorganize Eq. (C.4), the bearing angle α is derived:

α = arctan(tan(β −D) sin I)

Another required rotation matrix that transform geomagnetic coordinates to geo-

graphic coordinates gRgm in Eq. (4.3) is:

gRgm =


cosD sinD 0

− sinD cosD 0

0 0 1


(C.5)

Recall Fig. 4.1, the line-of-sight measurement vector v⃗l can be expressed in the

field-perpendicular zonal-meridional plane in Eq. (C.6), with the velocity magnitude

denoted as vl.

v⃗l = vl sinα⊥̂z + vl cosα⊥̂m (C.6)
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Recall the rotation matrix in Eq. (C.1), v⃗l can be rewritten in geomagnetic coordi-

nates as:

v⃗l =
gmRfieldv⃗l

The projection of v⃗l on to the geomagnetic East-North plane is:

v⃗lp = vl sinαm̂E + vl cosα sin Im̂N

C.2 Ingesting Millstone Hill Incoherent Scatter Radar ion drift measure-
ments

Chapter 4 describes the experimental setup for augmenting SuperDARN mea-

surements, and it can be extended to ingest Millstone Hill Incoheren Scatter Radar

(ISR) measurements by same analogy. In this new augmentation, an array of direct

ISR measurements of ion velocity with measurements of zdN/dt from IDA4D are also

ingested as zISR. The augmented linear system is:

zdN/dt

zISR

 =

 HV Hu

HISR 0


δxV

δxu

+

 ε

εISR

 (C.7)

where 0 is a block matrix of zeros in coefficient matrix. The augmented linear system

is then used to estimate x via Kalman filter.

In Eq. (C.7), the observation zISR is an array of length i direct measurements

of LOS ion velocity vLOS made within the estimation time interval dt stacked with

the array zdN/dt. Each ith point is a specific measurement location specified by

the data providers at a given geographic longitude, latitude and altitude, and at

a given look direction specified by geographic azimuth az and elevation el angles.

The measurement locations do not have to coincide with the grid-points used in the
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EMPIRE continuity equation. The matrix HISR maps the coefficients δxV for the

potential V in Eq. (2.31) that yields the ExB ion drift onto the LOS direction. The

measurement noise is εISR from the instrument data providers of the ion drift. In the

next steps, we define how the vector ExB drift v⃗⊥ is projected onto the LOS direction.

Performing the rotation from geomagnetic to geographic coordinate yields the

geographic components of ion velocity along the ĝE, ĝN , ĝu directions.

Figure C.1. LOS ion velocity with geographic azimuth angle az and elevation angle
el. ĝE, ĝN , ĝU are the geographic ENU axes.

.

The radar viewing direction is defined by two angles: azimuth az and elevation

el (Figure C.1), measured with respect to geographic ENU coordinates. Eq. (C.8)

uses these angles to project the ion velocity at each ith measurement location from

geographic ENU coordinates onto the line-of-sight direction.

vLOS,i =

[
cos(el) sin(az) cos(el) cos(az) sin(el)

]
i

gRgmgmRsph


v⊥r

v⊥θ

v⊥ϕ


i

(C.8)

Plugging Eq. (2.34) for v⊥r ,v⊥θ
,v⊥ϕ

derived into Eq. (C.8), the row matrix
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HISR,i at the i
th measurement location is obtained as the matrix product in Eq. (C.9):

HISR,i =

[
cos(el) sin(az) cos(el) cos(az) sin(el)

]
i

gRgmgmRsph


H⊥r

H⊥θ

H⊥ϕ


i

(C.9)

This row matrix, when stacked for all i measurements, maps the electric potential

coefficients xV to the line-of-sight observations zISR for the Kalman filter setup in

Eq. (C.7).
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[11] W. Schröder, “Some aspects of the earlier history of solar-terrestrial physics,”
Planetary and space science, vol. 45, no. 3, pp. 395–400, 1997.

[12] G. S. Lakhina and B. T. Tsurutani, “Geomagnetic storms: historical perspective
to modern view,” Geoscience Letters, vol. 3, no. 1, pp. 1–11, 2016.

[13] S. Kahler, “Solar flares and coronal mass ejections,” Annual review of astronomy
and astrophysics, vol. 30, pp. 113–141, 1992.

[14] B. T. Tsurutani, W. D. Gonzalez, F. Tang, and Y. T. Lee, “Great magnetic
storms,” Geophysical Research Letters, vol. 19, no. 1, pp. 73–76, 1992.

[15] G. Rostoker, “Geomagnetic indices,” Reviews of Geophysics, vol. 10, no. 4,
pp. 935–950, 1972.

[16] H. Lundstedt, H. Gleisner, and P. Wintoft, “Operational forecasts of the geo-
magnetic dst index,” Geophysical Research Letters, vol. 29, no. 24, pp. 34–1,
2002.



153

[17] J. E. Borovsky and Y. Y. Shprits, “Is the Dst index sufficient to define all
geospace storms?,” Journal of Geophysical Research: Space Physics, vol. 122,
no. 11, pp. 11–543, 2017.

[18] C. Loewe and G. Prölss, “Classification and mean behavior of magnetic storms,”
Journal of Geophysical Research: Space Physics, vol. 102, no. A7, pp. 14209–
14213, 1997.

[19] A. Smith, M. Freeman, I. Rae, and C. Forsyth, “The influence of sudden com-
mencements on the rate of change of the surface horizontal magnetic field in
the united kingdom,” Space Weather, vol. 17, no. 11, pp. 1605–1617, 2019.

[20] S. Datta-Barua, A. Mannucci, T. Walter, and P. Enge, “Altitudinal variation of
midlatitude localized tec enhancement from ground-and space-based measure-
ments,” Space Weather, vol. 6, no. 10, 2008.

[21] A. T. Chartier, S. Datta-Barua, S. McDonald, G. Bust, J. Tate, L. Goncharenko,
G. Romeo, and R. Schaefer, “Night-time ionospheric localized enhancements
(nile) observed in north america following geomagnetic disturbances,” Journal
of Geophysical Research: Space Physics, vol. 126, no. 9, p. e2021JA029324,
2021.

[22] L. Qian, A. G. Burns, B. A. Emery, B. Foster, G. Lu, A. Maute, A. D. Rich-
mond, R. G. Roble, S. C. Solomon, and W. Wang, “The ncar tie-gcm: A
community model of the coupled thermosphere/ionosphere system,” Modeling
the ionosphere–thermosphere system, pp. 73–83, 2014.

[23] L. Liu, W. Wan, M.-L. Zhang, B. Ning, S.-R. Zhang, and J. Holt, “Variations of
topside ionospheric scale heights over millstone hill during the 30-day incoherent
scatter radar experiment,” in Annales Geophysicae, vol. 25, pp. 2019–2027,
Copernicus Publications Göttingen, Germany, 2007.

[24] G. Chisham, M. Lester, S. Milan, M. Freeman, W. Bristow, A. Grocott,
K. McWilliams, J. Ruohoniemi, T. Yeoman, P. L. Dyson, et al., “A decade
of the super dual auroral radar network (superdarn): Scientific achievements,
new techniques and future directions,” Surveys in geophysics, vol. 28, pp. 33–
109, 2007.

[25] R. Bannister, “A review of operational methods of variational and ensemble-
variational data assimilation,” Quarterly Journal of the Royal Meteorological
Society, vol. 143, no. 703, pp. 607–633, 2017.

[26] G. Bust, T. Garner, and T. Gaussiran, “Ionospheric data assimilation three-
dimensional (ida3d): A global, multisensor, electron density specification al-
gorithm,” Journal of Geophysical Research: Space Physics, vol. 109, no. A11,
2004.

[27] G. Bust, G. Crowley, N. Curtis, A. Reynolds, L. Paxton, C. Coker, and
P. Bernhardt, “Ida4d-a new ionospheric imaging algorithm using non-linear
ground-based and spaced-based data sources,” in AGU Fall Meeting Abstracts,
vol. 2007, pp. SA11B–06, 2007.

[28] G. Bust and S. Datta-Barua, “Scientific investigations using ida4d and empire,”
modeling the ionosphere–thermosphere system, pp. 283–297, 2014.

[29] G. Bust and T. Immel, “Ida4d: Ionospheric data assimilation for the icon mis-
sion,” Space Science Reviews, vol. 216, pp. 1–17, 2020.



154

[30] J. Anderson, T. Hoar, K. Raeder, H. Liu, N. Collins, R. Torn, and A. Avellano,
“The data assimilation research testbed: A community facility,” Bulletin of the
American Meteorological Society, vol. 90, no. 9, pp. 1283–1296, 2009.
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[52] H. Lühr, M. Rother, S. Maus, W. Mai, and D. Cooke, “The diamagnetic effect of
the equatorial appleton anomaly: Its characteristics and impact on geomagnetic
field modeling,” Geophysical Research Letters, vol. 30, no. 17, 2003.

[53] A. Mannucci, B. Tsurutani, B. Iijima, A. Komjathy, A. Saito, W. Gonzalez,
F. Guarnieri, J. Kozyra, and R. Skoug, “Dayside global ionospheric response
to the major interplanetary events of october 29–30, 2003 “halloween storms”,”
Geophysical Research Letters, vol. 32, no. 12, 2005.

[54] J. C. Foster, “Ionospheric-magnetospheric-heliospheric coupling: Storm-time
thermal plasma redistribution,”Mid-Latitude Dynamics and Disturbances, Geo-
phys. Monogr. Ser, vol. 181, pp. 121–134, 2008.

[55] T. Matsuo and E. Araujo-Pradere, “Role of thermosphere-ionosphere coupling
in a global ionospheric specification,” Radio Science, vol. 46, 12 2011.

[56] N. Ssessanga, M. Yamamoto, and S. Saito, “Assessing the performance of a
northeast asia japan-centered 3-d ionosphere specification technique during the
2015 st. patrick’s day geomagnetic storm,” Earth, Planets and Space, vol. 73,
no. 1, 2021.

[57] J. Qiao, Y. Liu, Z. Fan, Q. Tang, X. Li, F. Zhang, Y. Song, F. He, C. Zhou,
H. Qing, and Z. Li, “Ionospheric tec data assimilation based on gauss–markov
kalman filter,” Advances in Space Research, vol. 68, no. 10, pp. 4189–4204, 2021.

https://omniweb.gsfc.nasa.gov/ftpbrowser/dscovr_merged.html
https://omniweb.gsfc.nasa.gov/ftpbrowser/dscovr_merged.html


156

[58] G. S. Bust, G. Crowley, T. W. Garner, T. L. G. II, R. W. Meggs, C. N.
Mitchell, P. S. J. Spencer, P. Yin, and B. Zapfe, “Four-dimensional gps
imaging of space weather storms,” Space Weather, vol. 5, p. S02003, 2007.
doi:10.1029/2006SW000237.

[59] L. Scherliess, R. W. Schunk, J. J. Sojka, D. C. Thompson, and L. Zhu, “Utah
state university global assimilation of ionospheric measurements gauss-markov
kalman filter model of the ionosphere: Model description and validation,” Jour-
nal of Geophysical Research: Space Physics, vol. 111, no. A11, 2006.

[60] M. J. Wu, P. Guo, T. L. Xu, N. F. Fu, X. S. Xu, H. L. Jin, and X. G. Hu, “Data
assimilation of plasmasphere and upper ionosphere using cosmic/gps slant tec
measurements,” Radio Science, vol. 50, no. 11, pp. 1131–1140, 2015.

[61] Elvidge, S. and Angling, M. J., “Using the local ensemble transform kalman
filter for upper atmospheric modelling,” J. Space Weather Space Clim., vol. 9,
p. A30, 2019.

[62] L. Mandrake, B. Wilson, C. Wang, G. Hajj, A. Mannucci, and X. Pi, “A per-
formance evaluation of the operational jet propulsion laboratory/university of
southern california global assimilation ionospheric model (jpl/usc gaim),” Jour-
nal of Geophysical Research: Space Physics, vol. 110, no. A12, 2005.

[63] B. Reid, D. R. Themens, A. McCaffrey, P. Jayachandran, M. G. Johnsen, and
T. Ulich, “A-chaim: Near-real-time data assimilation of the high latitude iono-
sphere with a particle filter,” Space weather, vol. 21, no. 3, p. e2022SW003185,
2023.

[64] A. Pignalberi, J. Habarulema, M. Pezzopane, and R. Rizzi, “On the develop-
ment of a method for updating an empirical climatological ionospheric model by
means of assimilated vtec measurements from a gnss receiver network,” Space
Weather, vol. 17, no. 7, pp. 1131–1164, 2019.

[65] I. Galkin, B. Reinisch, X. Huang, and D. Bilitza, “Assimilation of giro data into
a real-time iri,” Radio Science, vol. 47, no. 4, 2012.

[66] J. He, X. Yue, and Z. Ren, “The impact of assimilating ionosphere and
thermosphere observations on neutral temperature improvement: Observing
system simulation experiments using enkf,” Space Weather, vol. 19, no. 10,
p. e2021SW002844, 2021. e2021SW002844 2021SW002844.

[67] A. Richmond, “Assimilative mapping of ionospheric electrodynamics,” Ad-
vances in Space Research, vol. 12, no. 6, pp. 59–68, 1992.

[68] AMGeO, A Collaborative Data Science Platform for the Geospace Community:
Assimilative Mapping of Geospace Observations (AMGeO) v1.0.0, Dec. 2019.
Supported by NSF ICER 1928403.

[69] D. Knipp, T. Matsuo, L. Kilcommons, A. Richmond, B. Anderson, H. Korth,
R. Redmon, B. Mero, and N. Parrish, “Comparison of magnetic perturbation
data from leo satellite constellations: Statistics of dmsp and ampere,” Space
Weather, vol. 12, no. 1, pp. 2–23, 2014.

[70] C.-T. Hsu and N. M. Pedatella, “Assessing the impact of icon/mighti zonal
and meridional winds on upper atmosphere weather specification in a whole



157

atmosphere data assimilation system: An observing system simulation ex-
periment,” Journal of Geophysical Research: Space Physics, vol. 126, no. 9,
p. e2021JA029275, 2021. e2021JA029275 2021JA029275.

[71] F. I. Laskar, N. M. Pedatella, M. V. Codrescu, R. W. Eastes, J. S. Evans,
A. G. Burns, and W. McClintock, “Impact of gold retrieved thermospheric
temperatures on a whole atmosphere data assimilation model,” Journal of Geo-
physical Research: Space Physics, vol. 126, no. 1, p. e2020JA028646, 2021.
e2020JA028646 2020JA028646.

[72] L. Scherliess, D. C. Thompson, and R. W. Schunk, “Ionospheric dynamics and
drivers obtained from a physics-based data assimilation model,” Radio Science,
vol. 44, no. 1, 2009.

[73] L. Lomidze and L. Scherliess, “Estimation of thermospheric zonal and merid-
ional winds using a kalman filter technique,” Space Weather, vol. 13, no. 11,
pp. 747–760, 2015.

[74] J. X. Yang, Y. You, W. Blackwell, C. Da, E. Kalnay, C. Grassotti, Q. Liu,
R. Ferraro, H. Meng, C.-Z. Zou, et al., “Saterr: A community error inventory
for satellite microwave observation error representation and uncertainty quan-
tification,” Bulletin of the American Meteorological Society, 2023.

[75] J. A. Waller, S. L. Dance, and N. K. Nichols, “Theoretical insight into diag-
nosing observation error correlations using observation-minus-background and
observation-minus-analysis statistics,” Quarterly Journal of the Royal Meteoro-
logical Society, vol. 142, no. 694, pp. 418–431, 2016.

[76] J. Durazo, E. J. Kostelich, and A. Mahalov, “Data assimilation for ionospheric
space-weather forecasting in the presence of model bias,” Frontiers in Applied
Mathematics and Statistics, vol. 7, 2021.

[77] D. Koshin, K. Sato, K. Miyazaki, and S. Watanabe, “An ensemble kalman filter
data assimilation system for the whole neutral atmosphere,” 11 2019.

[78] P. M. Mehta and R. Linares, “A new transformative framework for data as-
similation and calibration of physical ionosphere-thermosphere models,” Space
Weather, vol. 16, no. 8, pp. 1086–1100, 2018.

[79] H. L. Mitchell and P. L. Houtekamer, “An adaptive ensemble kalman filter,”
Monthly Weather Review, vol. 128, no. 2, pp. 416–433, 2000.

[80] A. Vlasenko, P. Korn, J. Riehme, and U. Naumann, “Estimation of data assim-
ilation error: A shallow-water model study,” Monthly Weather Review, vol. 142,
no. 7, pp. 2502–2520, 2014.

[81] E. Parmuzin, F.-X. L. Dimet, and V. Shutyaev, “On error analysis in variational
data assimilation problem for a nonlinear convection–diffusion model,” vol. 21,
no. 2, pp. 169–183, 2006.

[82] S. Gillijns and B. De Moor, “Model error estimation in ensemble data assimi-
lation,” Nonlinear Processes in Geophysics, vol. 14, 01 2007.

[83] P. Laloyaux and M. Bonavita, “Improving the handling of model bias in data
assimilation,” 2020.



158

[84] A. C. Lorenc, “A global three-dimensional multivariate statistical interpolation
scheme,” Monthly Weather Review, vol. 109, no. 4, pp. 701–721, 1981.
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