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ABSTRACT

This dissertation studies a data assimilation algorithm that estimates the

drivers of the ionosphere-thermosphere (IT) region of the Earth. The algorithm,

EMPIRE (Estimating Model Parameters from Ionospheric Reverse Engineering) can

estimate 2 main drivers of the ionospheric behavior: neutral winds and electric po-

tential by ingesting mainly ionospheric densities obtained through Global Satellite

System (GNSS) measurements. Additionally, the algorithm can ingest FPI (Fabry-

Perot interferometer) neutral wind measurements. The contributions include 1) Vec-

tor spherical harmonic basis function for neutral wind estimation, 2) Quantification

of the representation error of the estimations of the algorithm EMPIRE, 3) Analysis

of Nighttime Ionospheric Localized density Enhancement (NILE) events and 4) Inges-

tion of global ICON (Ionospheric Connection Explorer) neutral winds measurements.

The IT region in the atmosphere is characterized by having a large concen-

tration of free ions and electrons, electromagnetic radiation and Earth’s magnetic

field. The behavior of the region is dominated by the solar activity, that ionizes the

free electrons of the region, forming ionospheric plasma and determining its density.

Unusual solar activity or any atmospheric disturbance affects the distribution of the

ionospheric plasma and the behavior of the IT region. The redistribution of the iono-

spheric density impacts technology widely used such as telecommunication or satellite

navigation, so it is increasingly important to study the IT system response.

The IT behavior can be characterized by what drives its changes. Two drivers

that play a key role, the ones we focus on this dissertation, are electric potential, that

directly affects the charged ions in the system, and neutral winds, that refers to the

velocity of the neutral particles that form the thermosphere. To quantify these drivers,

measurements and climate models are available. Measurements are limited as the IT

region is vast and covers the entire globe. Climate models can provide information in

xxv



all the region, but they are usually not as reliable during the unusual solar activity

conditions or disturbances. In this dissertation we use a data assimilation algorithm,

EMPIRE, that combines both sources of data, measurements and models, to estimate

the IT drivers, neutral winds and electric potential. EMPIRE ingests measurements

of the plasma density rate and models the physics of the region with the ion continuity

equation. The drivers are represented with basis functions and their coefficients are

estimated by fitting the expansions with a Kalman filter.

In previous work and use of the algorithm, the neutral winds were expanded

using power series basis function for each of the components of the vector. The

first contribution of the dissertation is to use a vector spherical harmonic expansion

to describe the winds, allowing a continuous expansion around the globe and self-

consistent components of the vector. Before, EMPIRE estimated the correction of

the drivers with respect climate model values. In this work, EMPIRE is also modified

to directly estimate the drivers. Then, a study of the representation error, which is

the discrepancy between the true physics and the discrete model that represents

the physics of EMPIRE and its quantification is done. Next, EMPIRE is used to

analyze two NILE events, using the global estimation of both winds, from the first

contribution, and the electric potential, derived in previous work. Finally, global

estimation of winds allows us to implement the ingestion of ICON global winds in

EMPIRE, in addition to the plasma density rate measurements.

xxvi
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CHAPTER 1

INTRODUCTION

The space environment can affect and has practical repercussions on technol-

ogy that operates in space. Particularly, between 80 km to 1000 km above Earth’s

surface, there is a region in the atmosphere called the ionosphere-thermosphere (IT),

characterized by having a large concentration of free ions and electrons, electromag-

netic radiation and Earth’s magnetic field. In this region technology must be en-

gineered to withstand space weather and the changes that this region undergoes.

Besides, the reliance on this type of technology is increasing over time [5], as trav-

eling signals such as communication signals can suffer distortions or even complete

disruption when abrupt changes in the region happen. Some example of these systems

are the International Space Station [6], Global Navigation Satellite Systems (GNSS)

or low-Earth orbit satellites, so the knowledge of the IT is crucial for the design

criteria of these systems.

The space weather dominated by the Sun is going to determine the IT behav-

ior. The free electrons in the IT region are ionized by solar radiation, giving rise to the

ionospheric plasma that forms the ionosphere. The solar radiation is a large amount

of energy radiated from the Sun to the Earth’s space environment carried by the solar

wind. This solar wind, a continuous flow of protons and electrons originating from the

Sun’s corona, interacts with the Earth’s magnetic field, and abrupt changes in the so-

lar wind can consequently cause abrupt variations in the Earth’s space environment.

Unusual solar activity or any atmospheric disturbance can affect the distribution of

the ionization and the behavior of the IT system. Magnetic disturbance around the

globe, lasting one or more days, due to variations in the solar activity is denomi-

nated “geomagnetic storm-time.” The ionospheric plasma is redistributed in the IT

region during these geomagnetic storms, and it is increasingly important to study the
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system response due to the impact it has on widely used technology, such as telecom-

munications or satellite navigation. For example, [7] has studied the error in aircraft

navigation services during a geomagnetic storm.

The objective of this dissertation is to understand better how the IT behaves

and what drives the changes we can observe there, to prepare the way for reducing its

effect on technologies affected by this behavior. The study of the plasma drivers will

help us understand better the IT region during these events. One of the main drivers is

that the electrons are in an electric and magnetic field. The charged particle is going

to move in response to the fields and redistribute the plasma. This contribution

to the ion velocity is called ion drift. It is described with more detail in Section

2.3. Thermospheric winds, or neutral winds, also play a key role in the ionospheric

dynamics, as the neutral particles are coupled to the ions, which will be explained

with more detail in Section 2.2.

The IT region is large and it covers the entire globe. This makes difficult

to study the system with physical measurements, as it is difficult to have enough

available measures of the whole region. Remote sensing methods are usually the

most used to measure this region [8], [9], [10] as the alternative, in situ measurements,

would require a large coverage. Also, it is difficult to obtain measurements at high

altitudes of the IT region. Historically there has been a lack of data of neutral winds

with sufficient altitudinal and horizontal resolution [11]. Due to the lack of data, the

neutral winds were not as studied as the electron density and its variations [12]. The

recent Ionospheric Connection Explorer (ICON) mission [13] has served to fill this

gap, as it measures the winds globally.

Other options to study the IT system, such as ionospheric and thermospheric

models, also present a challenge during storm times. They are not able to calculate

the IT system behavior as good as during quiet time because physical mechanisms
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are inadequately described [14]. There are 2 types of models: first-principle models,

where the governing dynamics equations are defined and solved through numerical

methods. First-principle models have a high computational cost, as it is solved in

every location in each time step studied. The second type of model are empirical

models, created by using basis functions to fit the ionosphere drivers to a large amount

of data over time. These basis functions can be chosen, and they can represent to a

greater or lesser extent the phenomena they are describing (for example using a first

order polynomial expansion to fit a linear model would be a good representation).

The main advantage is that they are not solved in every location, because coefficients

to a function which covers all the locations is the unknown in this fitting problem.

However, this type of model is not a good representation of the ionosphere if the

measurements it is fitted to are not good enough, or in this case, they are too spared

over the region.

Another method to study the IT drivers globally is using data assimilation,

in which regional measurements and global climate model data are combined. This

technique has been used before in other works to study the density of the ionosphere

ingesting GNSS global measurements of TEC (Total Electron Content) (number of

electrons present along a specific path) [15, 16, 17, 18, 19, 20]. This method can also

be used to update climate models. For example, [21] and [22] have used the global

TEC measurements to update the model IRI. [23] developed IRTAM, an algorithm

that updates IRI in real time ingesting Global Ionospheric Radio Observatory (GIRO)

data. The previous algorithms are able to estimate the ionosphere behavior, but not

the plasma drivers.

There are also algorithms that improve the IT drivers using data assimilation:

[24] ingests thermospheric temperatures and uses this data to improve the model

TIEGCM. Also, [25] improves the outputs of the system WACCM-X + DART ingest-
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ing ICON measurements of the neutral winds while [26] does it by ingesting GOLD

thermospheric temperatures. These models need measurements of the plasma drivers

themselves, which are less plentiful than, for example, global TEC measurements.

There have been efforts to estimate the ionospheric drivers using global TEC

measurements. GAIM-FP (Full Physics) model [27] is able to estimate the drivers.

[28] have developed the Thermospheric Wind Assimilation Model (TWAM), that

estimates the neutral winds correcting the winds output by GAIM-FP that uses

observations of seasonal maps of F region ionosphere peak parameters. They estimate

the neutral winds at low and mid latitudes. In this dissertation we develop a method

for estimating neutral winds globally using the algorithm EMPIRE (Estimating Model

Parameters from Ionospheric Reverse Engineering) [29] in Section 2.6.3.

In use for over a decade, EMPIRE was the first to separate the estimation

of the drivers as a separate quantity of interest (and second step) from the esti-

mation of plasma density [30]. EMPIRE estimates the physical ionospheric drivers,

neutral winds and ion drift, by ingesting global electron density, which are derived

from another assimilation algorithm: IDA4D (Ionospheric Data Assimilation Four-

Dimensional [18]), which will be described with more detail in Section 2.6.1. IDA4D

ingests primarily GNSS TEC measurements. Then, EMPIRE is used to estimate the

drivers by using IT climate models in combination with these electron density output

of IDA4D. This allows us to have observations distributed over the whole region.

1.1 Contributions

This dissertation describes the continued development of the EMPIRE algo-

rithm for improved geomagnetic storm-time state estimation of the physical drivers

of the IT system. In Chapter 2 a summary of the IT behavior and the model and

algorithms used to study the region are described, including EMPIRE. The contri-
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butions to the data assimilation algorithm EMPIRE are described in the following

Chapters.

1.1.1 Vector spherical harmonics for EMPIRE neutral wind estimation.

In Chapter 3 the first contribution is described. It consists on estimating global

neutral winds with EMPIRE using a vector basis. In previous work, a power series

basis expansion [30] was used to estimate the regional neutral winds. Each vector

component was fitted separately so large-scale patterns present in the motion not

orthogonal to the velocity wouldn’t be captured [31]. Also, expanding a vector field

directly into two scalar fields, as done previously in [32], included a dependence on

the coordinate system used, while a direct representation of a vector basis allows us

to capture the properties of the field independent of the coordinate system used [33].

This update in the method will allow us to study ionospheric dynamics during storms

and enforces each component of the neutral winds to be consistent with each other.

The EMPIRE system estimates the correction of the drivers with respect to

climate model values [30]. In [32], they updated the algorithm and added a Kalman

filter solver. This introduced the initialization of the variances of the ingested and

climate data. However, since the unknowns in the system were the corrections of the

drivers, this step was complex. To simplify the implementation we directly estimate

the drivers instead of the correction to a model, and we define an analysis to set up

the variances of the new global neutral wind estimation.

1.1.2 Quantification of representation error in EMPIRE estimation. Space

weather forecasting, which is useful as it can alert of upcoming geomagnetic storms

and can give the time to react to minimize the impact of these events, also relies

on data assimilation techniques. Understanding and separating the different uncer-

tainties associated with the data assimilation algorithms is necessary for the optimal

use of the method [34]. Data assimilation algorithms combine regional measurements
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with global climate models, to improve estimation and forecasting of state and can

be used for space weather analysis.

There are different sources of error in these systems, such as the assumption

of unbiased errors, the inaccuracy of the background climate models used, or the

errors of the observations. Different studies to assess how well data assimilation

algorithms work have been conducted. [35] analyzes the impacts of model, background

and observation error produced by a data assimilation algorithm using a variation

error estimation method [36]. [37] and the references within analyzed a method to

determine the systemic model bias in ensemble Kalman filters.

Analysis of the errors of methods focused on studying the IT has been done

before. [19] have studied the model error of the GAIM-FP model. [38] and [39]

study the model systematic bias of the TIEGCM algorithm and of a four-dimensional

local ensemble transform Kalman filter (4D-LETKF) respectively. Calibration of the

background climate models was analyzed by [40]. A method to estimate and account

for the model error was also developed by [41].

One of the main challenges in data assimilation is to characterize the errors

from discrepancies between observations and the physical model used in the data

assimilation algorithm to describe them [42]. This error includes the representation

error, which describes the error of using a discrete physical model that is not able to

represent all the scales [43] and all the physical processes and dynamics of what is

being observed [44]. [44] describes 3 main sources for the representation error: due to

different scales represented in the observations and the model, due to the observation

operator used to convert measurements into the state space, and quality control or

pre-processing of observations.

The goal of this contribution is to give a methodology of the quantification of
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the representation error of a data assimilation algorithm to study the fidelity of the

algorithm’s model. We focus on the algorithm EMPIRE. In previous work [29, 7, 32,

45], the drivers have been estimated and studied during different geomagnetic events,

but they haven’t focused on an assessment of the error of the estimations.

1.1.3 Investigation of Nighttime Ionospheric Localized Enhancement. These

modifications to EMPIRE algorithm can be applied to study geomagnetic storms

more accurately. When these geomagnetic storms are really strong they are called

extreme geomagnetic storms. A co-rotating mid-latitude “nighttime ionospheric lo-

calized density enhancement” (NILE) has been observed during some geomagnetic

storms [46, 47]. The event is characterized by an increase in TEC during local night

that originates above the Caribbean and extends into continental USA. This event

has been previously studied in [48] for two different geomagnetic storms. They were

studied through an electron density analysis, using IDA4D (Ionospheric Data Assim-

ilation four Dimensional [18]) outputs using algorithm SAMI3 [49] as an input, as the

use of a physics model like SAMI3, rather than usually used empirical models, will

provide for better resolution of the nighttime effects. However, information about the

plasma drivers, which EMPIRE can provide, will help us understand and characterize

them better. The objective of this contribution is to study the event and analyze the

relative contributions of both neutral winds and electric fields with EMPIRE. This is

described in Chapter 5. Also, the ingested data will be the IDA4D coupled to SAMI3

algorithm, that gives more accurate outputs during night time.

The estimation of the IT drivers with EMPIRE can be improved, as shown

in previous work [32], by assimilating measurements of neutral winds by Fabry-Perot

interferometers (FPIs) in addition to TEC IDA4D measurements. The ingestion of

the neutral velocities can significantly change the drivers estimation. Another goal of

this contribution is to study the NILE event ingesting neutral wind measurements,
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but using the global vector spherical harmonics expansion. I will examine if the new

vector spherical harmonics expansion changes the drivers estimation.

1.1.4 Additional ingestion of ICON neutral winds measurements. Mea-

surements of neutral winds can also be ingested to increase the performance of the

algorithm EMPIRE [32]. In previous work, the local measurements of the winds FPI

instruments were ingested to improve the EMPIRE estimation performance. How-

ever, the measurements were limited to the number of instruments available and to

the location they were. As mentioned before, the recent ICON mission [13] measures

winds globally, as the MIGHTI (Michelson Interferometer for Global High-Resolution

Thermospheric Imaging) instrument that measures the winds is located in the ICON

satellite that orbits around the Earth. The first contribution allows EMPIRE to

estimate global winds and consequently to ingest global winds measurements. The

last contribution described in Chapter 6 modifies EMPIRE to make it able to ingest

ICON neutral winds measurements. The estimated IT drivers, both ingesting and

not ingesting the winds, for a small geomagnetic storm are analyzed and compared

to each other.
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CHAPTER 2

TECHNICAL BACKGROUND

An overview of the ionosphere-thermosphere region is given in Section 2.1.

Section 2.2 introduces the thermosphere and gives a description of the models and

instruments that can give information of this region. Similarly, the ionosphere and its

possible sources of information are explained in Section 2.3. The magnetic field of the

Earth, that plays a role in the dynamic of the ionosphere region, is described in Section

2.4. In this section, the different coordinate systems used in this dissertation are also

introduced. In Section 2.5, the interaction between the ionosphere and thermosphere

is explained, as well as the geomagnetic storms and general ionospheric features.

Finally, Section 2.6 explains the different algorithms and models used throughout

this dissertation.

2.1 Overview

The atmosphere is divided into different layers according to their proper-

ties and behavior. From lowest to highest, the major layers are the troposphere

(0km-12km), stratosphere (12km-50km), mesosphere (50km-80km), thermosphere

(80-600km) and exosphere (700km to the outer space around 10,000km). As men-

tioned before, this work focuses on the thermosphere region. As it own name implies,

the thermosphere is characterized by a large increase in temperature. Gradients in

temperature and density can cause movement of the gas in this region, gas formed

more than 99% by neutral particles. Molecular oxygen (‘O’) is the dominant species

in this region.

The ionosphere consists of ions and free electrons within the thermosphere.

The ionosphere is overall electrically neutral with equal number of ions and electrons.

Radiation from the Sun brings enough energy to this region to cause ionization of
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the neutral atoms and molecules giving rise to the ionospheric plasma that forms the

ionosphere. In practice, the lower altitude limit is around 50 to 70 km and there

is no true upper limit although it transitions to the plasmasphere. The ionosphere

and thermosphere regions overlap, and the behavior of the ions of the ionosphere can

affect the dynamics of the neutrals, and on the other hand, neutrals moving due to

temperature or pressure gradients, waves and tides can affect the behavior of the ions.

The different layers of the atmosphere and the ionosphere are represented in Figure

2.1. In the IT region is where the aurora borealis and aurora australis happen. The

ISS (International Space Station) and some low altitude satellites are also located in

this region and they are affected by the IT behavior and distribution. For example,

the heating and consequent expansion of the atmosphere exert drag on low altitude

satellites, changing their orbit characteristics. Radiation in the region can damage

equipment and poses a health hazard to the astronauts inside the ISS. Electromag-

netic signals transmitted between communication satellites and the ground or from

GNSS (Global Navigation Satellite Systems) to ground, air, or sea vehicles also travel

through the IT region. The ions in the IT region can delay the signals as they refract

them when they travel through the region, which can cause communications outages

or loss of positioning accuracy.

2.2 Thermosphere

Analyzing individual particles of gas, the motion of the thermosphere is dom-

inated by collisions between those particles. At a large scale, we can study a set of

particles as a whole using bulk properties with Navier-Stokes fluid equations, as in

the lower to middle thermosphere the density and scale sizes are enough to make this

assumption. The distance between collisions is much shorter than the scale size of

interest.

We refer to the neutral winds as the velocity of the neutral particles. This
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Figure 2.1. Layers of Earth’s Atmosphere. Adapted from [2].
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motion is controlled by pressure gradients produced in response to differential heating

in the thermosphere. When warmer air rises, the neutral particles are displaced by

descending cool air. This flow of the neutral particles is mostly horizontal, with some

smaller vertical movement.

In the thermosphere, there are different heat sources and losses that can affect

the motion of the neutral particles. The main source of heat is the absorption of

solar radiation and the principal cooling process is downward heat conduction. The

solar heat that the thermosphere absorbs has a diurnal and seasonal variation, as

the electron concentration variations described before do. There are also longer-term

variations, for example the solar radiation depends on the 27 day rotation period of

the Sun and the solar cycle mentioned before.

For altitudes above 200 km, in the F-region of the ionosphere, the thermo-

spheric winds are usually eastward during the night (16:00-04:00 local time (LT))

and switch to westward during day (04-16 LT) [50]. This zonal (east/west) behavior

is true for all latitudes on Earth. The meridional component (north/southward) de-

pends on the magnetic latitude of the location studied. The winds in the northern

and southern hemispheres will blow equatorward during the local night and poleward

during daytime [51].

At high latitudes, during geomagnetic storms there can also be another heat

source. Charged particles precipitate, transferring energy to the neutral particles.

Also, during these storms, changes in the electric field increase the transfer of energy

to the thermosphere. This translates into a coupling between the thermosphere and

the ionosphere due to the ion-neutral collision. If studying the ion motion, neutral

winds can accelerate or decelerate the ions (ion drag). Therefore, the electrodynamics

of the ionosphere influence the dynamics of the thermosphere and on the other hand,

the neutral winds can have a significant effect on the ionosphere behavior.
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There are different methods to study the neutral winds, climate models or

measurements, as described in the introduction. Two instruments that measure the

winds are described in following sections, as they will be used in this work both for

validation of results and for ingesting in the data assimilation algorithm EMPIRE.

2.2.1 Models. Empirical models of thermospheric winds depend almost entirely

on available data. The Horizontal Wind Model 2014 (HWM14) [50] is a model that

generates winds by fitting ground-based FPI (Fabry-Perot Interferometer), incoherent

scatter radar (ISR), satellites, and rocket measurements. This model will be used

throughout this work as the climate model for the neutral winds.

2.2.2 Instruments. The FPI (Fabry-Perot interferometer) is a ground-based

instrument that measures the neutral winds. It uses a passive radio technique that

measures the Doppler shift of the recombination electromagnetic nightglow emissions

[52]. Nightglow is light emitted by neutral particles when they gain energy by either

chemical reactions or collisions with electrons in the ionosphere to release their extra

energy. Different emissions come from different species, and because they are moving,

the emissions received at the FPI are Doppler-shifted. Depending on the emission

line chosen to use in the instrument, different altitudes can be studied as the species

are not mixed in the thermosphere. FPI instruments measure line-of-sight (LOS) of

the instrument winds only.

The measurements can be used to study the neutral winds. However, the

trustworthiness of the measurements need to be considered. Contamination of the

measurements can occur when there are large airglow gradients [53], which happen in

the storm time mid-latitudes, but not as much at low latitudes. The brightness of the

samples can help determine the quality of the measurements. A bright region of the

sky reduces the error of the FPI measurements. During storms at mid latitudes, the

brightest region is poleward so the northern LOS will have better measurements of the
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winds. At equatorial latitudes, the nightglow intensity gradient is not purely zonal or

meridional, and it varies significantly from season to season and night to night [54].

Because of the nature of the instruments, cloudy regions can change the emissions

received at the FPI location, consequently changing the measurements. There are

cloud sensors available at the same location for some FPIs and their information can

also be studied to determine the quality of the measurements.

ICON (Ionospheric Connection Explorer) [1] is a NASA mission that focuses

on studying the low latitude ionosphere properties. It is positioned in a low-Earth

orbit to observe the ionosphere around the equator and its instruments aim to sens

at altitudes from 90 kilometers, around the lowest boundary of space, up to 580 kilo-

meters. The period of the orbit is 97 minutes. ICON carries 4 different instruments

that help understand how the ionosphere behaves: MIGHTI (Michelson Interferom-

eter for Global High-resolution Thermospheric Imaging), IVM (Ion Velocity Meter),

EUV (Extreme Ultra-Violet) and FUV (Far Ultra-Violet) instrument. The MIGHTI

instrument measures the neutral wind at low latitudes covering altitudes between 90

and 300 km.

MIGHTI measures the horizontal wind speed and direction (the wind vector).

It is formed by 2 MIGHTI units and their viewing angle of the same site separated

by 90 deg allowing for estimation of the wind vector as each unit measures the wind

along its LOS [55]. It is based on an interferometric technique, similar to the FPI

technique described before. The LOS winds are also calculated from the Doppler shift

of emission lines in the Earth’s upper atmosphere.

2.3 Ionosphere

The different layers of the ionosphere are shown in Figure 2.2: D, E and F

layer, which splits into F1 and F2 layers during daytime. The ionosphere’s vertical
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Figure 2.2. Typical midlatitude daytime and nighttime electron density profiles for
solar maximum (solid lines) and minimum (dashed lines) [3].

plasma density profile is also shown. It can vary from day to night, with the seasons,

with latitude. We can see in Figure 2.2 that in a typical daytime the electron density

increases because the photoionization increases due to the solar radiation. At night-

time, the electron concentration decreases as recombination start to happen. Some

of the layers, F1 and D-layers even disappear after sunset. It is also observed that

during the sunspot maximum, indicated with a solid line, where there is more solar

activity and more energy reaches the ionosphere from the Sun, the electron density

is higher that in the solar minimum in all of the layers. This solar cycle peaks and

weakens every 11 years. Without these layers, the solar radiation that reaches the

ground would be greater.

The solar cycle refers to the Sun’s periodic variation in energy and activity,

caused by the hot plasma moving in the Sun and the magnetic field it carries [56] and

has a period of 11 years. The magnetic field changes consequently cause changes in

the solar activity. The beginning of a solar cycle is called solar or sunspot minimum.
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The middle of the solar cycle is the solar maximum when the number of sunspots

visible on the Sun peaks. As the cycle ends, it fades back to the solar minimum and

then a new cycle begins. Each cycle can be more or less active. We are currently in

solar cycle 25, since January 2020. Solar cycle 23 goes from approximately August

1996 to December 2008 and solar cycle 24 starts in December 2008 until December

2019 [57]. Solar cycle 24, with its maximum around April 2014 was weaker than solar

cycle 23, whose maximum occurred around November 2001 [57].

Ionospheric behavior in terms of electron density movement is influenced by

the movement of the plasma, which varies due to two main causes. The first cause

for movement is that the charges are in an electric and magnetic field. The other is

due to the neutral particles moving in the thermosphere region, which drag the ions

and the electrons and causes change in the plasma velocity, described in the previous

section.

To understand the plasma velocity due to electric and magnetic forces, first

we explain how a single charged particle of that plasma behaves due to magnetic field

forces. When this particle moves only in a magnetic field, a force acts on it:

~F = q~v × ~B0
(2.1)

where q is the charge intensity, ~v is the charged particle’s velocity and ~B0 is the

magnetic field. This expression show us that if a particle is moving in a plane and

is in presence of a magnetic field perpendicular to this same plane, this particle will

start to follow the trajectory of a circle in a counterclockwise or clockwise direction,

depending on the charge of the particle. This can easily be seen using the right-hand

rule. Figure 2.3 illustrates this motion.

The circular motion is governed by a frequency, that is denominated gyro

frequency ωi. This angular frequency depends on the charge q and mass mq of the
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Electron Proton 

Figure 2.3. Single charged particle trajectory when embedded in a magnetic field
according to the force equation.

charged particle as well as the magnetic field magnitude B0.

ωi =
qB0

mq

(2.2)

However, in the ionosphere the charges are also affected by the presence of

electric fields, ~E. When an external force also acts on a charged particle, besides

the magnetic field, these particles drift through the magnetic field in addition to the

basic circle motion mentioned before. Also, because the electric force ~E depends on

the charge q of the particle, this drift is charge-independent, so the drift direction

and speed is the same for both electrons and protons. Summarizing, the ions in the

ionosphere drift at rate ~v given by the following the equation (derived from Equation

2.1):

~v =
~E× ~B0

B2
0

(2.3)

where B0 is the norm of the magnetic field vector ~B0. Figure 2.4 shows the trajectories

of an electron and a proton for a given magnetic field and electric field direction. Both
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Electron 

Proton 

Figure 2.4. ~E cross ~B drift of ions.

the electron and proton in this example drift to the right.

2.3.1 Models. To study the ion drifts, there are different climate models or

measurements available to do so. The Weimer model [58] is used in this work in

Chapters 3, 5 and 6 to describe the high latitude electric field ~E. We also use the

ion drifts derived in the model SAMI3 [49] for analyses in Chapter 4. The magnetic

field ~B0 is obtained from climate model International Geomagnetic Reference Field

(IGRF-11) [59].

2.3.2 Measurements. The ISR (incoherent scatter radar) is a ground-based

instrument that measures the ion drifts. It uses a technique based on the transmission

of high-power radio waves with high frequencies. The radar wave scatters incoherently,

randomly in direction, from the electrons in the ionosphere [60]. A higher electron

concentration translates into more reflected electromagnetic waves and more power

returning to the radar. The amount of energy reflected by one electron is known, so

using the total received intensity measured, the electron density in the studied region
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can be calculated. If the ions in the plasma are moving, then the received signal will

be Doppler shifted, so the data will have different frequencies. This allows the ion

drift at the scattering site to be estimated via ISR [61].

The TEC (Total Electron Content) is a measurement of the electron density

N . TEC is defined as the integral of electron density present along a path between

a radio transmitter, such as GPS (Global Positioning Systems) or GNSS (Global

Navigation Satellite System) satellites and a ground receiver [62]. It is calculated as

the integral of the electron density N along the path between the radio transmitter

and the receiver. As density N is measured in number of electrons per cubic meter,

TEC is electrons per square meter. By convention, 1 TEC Unit (TECu) is defined

as 1016e−/m2. The order of magnitude of the vertical TEC in Earth’s ionosphere is

around ≈ 1−100 TECu. Measurements of slant TEC through dual-frequency GNSS

indicates how the plasma in the ionosphere is redistributed when geomagnetic storms

occur. However, the information of what is driving the TEC changes is given by IT

drivers.

2.4 Magnetic Field

The Earth’s magnetic field ~B0, which plays a role in the ion drift dynamic,

can be simplified to a dipole model with its axis offset by approximately 11 degrees

from Earth’s spin axis. A schematic diagram of this model is shown in Figure 2.5,

with the spin and geomagnetic axes are indicated.

To characterize the field lines in the dipole model the L-shell L parameter can

be defined. L-shell describes the set of magnetic field lines which cross the Earth’s

magnetic equator at a number of Earth-radius (Re) equal to the L value.

L =
r

Re sin2 θ
(2.4)

Where θ is the magnetic colatitude. A representation of this parameter is shown
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Figure 2.5. Schematic drawing of the Earth’s magnetic field with the geomagnetic
north pole, spin axis and field lines labeled, based on [4].

in Figure 2.6, where magnetic field lines from the dipole model from the previous

example in Figure 2.5 corresponds to L = 3.5 and L = 6.

The angle between the local horizon and the magnetic field lines is the incli-

nation angle (I). At the magnetic equator this angle will be 0 degrees and at the

north pole it is 90 degrees, as convention states that north of the magnetic equator

the inclination angle is positive and south it is negative. In Figure 2.7 the inclination

angle I is shown for a specific location (radius r, magnetic colatitude θ and magnetic

longitude φ) as well as the local horizontal represented with a dashed pink line. The

unit vector b̂ parallel to the magnetic field line direction is defined and show in the

schematic drawing in orange.

It is useful later in the work to use a magnetic field coordinate system, which

is defined by the unit vector b̂ parallel to the magnetic field line direction, instead

of the spherical magnetic coordinate system given by (r̂, θ̂, φ̂), represented in Figure
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Figure 2.6. Schematic drawing of the Earth’s magnetic field based on a dipole model
and its corresponding L-shell values.

Geomagnetic axis
Dipole field line
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from the center 
of Earth
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r

Figure 2.7. Schematic drawing of the inclination angle with the local horizon, the
magnetic coordinates (r, θ and φ) and the unit vector parallel to the magnetic field
b̂ labeled.
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Figure 2.8. Schematic drawing of the spherical coordinate system (r̂, θ̂, φ̂) and the
magnetic field coordinate system (b̂,⊥̂N ,⊥̂E).

2.8 with green arrows. The magnetic θ̂ is parallel to the local horizon. The magnetic

field coordinate system is defined by the orthogonal basis: (b̂,⊥̂N ,⊥̂E), where the

perpendicular north ⊥̂N and perpendicular east ⊥̂E are unit vectors perpendicular

to the magnetic field line given by unit vector b̂. The direction ⊥̂N is in the same

plane as b̂ and the local horizon given by θ̂, and ⊥̂E coincides with the magnetic zonal

direction φ̂. This coordinate system is shown in Figure 2.8 with orange arrows. To

transform these coordinates to geographical coordinates we use the inclination angle.

On the other hand, the neutral winds are usually given and studied in a geo-

graphic coordinate system. The geographic coordinate system is defined by the basis

vectors (ê,n̂,r̂), where ê is geographic east or zonal, n̂ is geographic north or merid-

ional and r̂ is the vertical direction. The system is characterized by the declination

angle D, which is the angle between the magnetic north and true north, where the

geographic North Pole is located. The angle is positive when magnetic north is east of

true north and varies depending on the location on the Earth’s surface and over time.
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Figure 2.9. Schematic drawing of the spherical coordinate system (r̂, θ̂, φ̂) and the
geographic coordinate system (ê,n̂,r̂).

The angle is indicated in Figure 2.9a. In Figure 2.9b the change of coordinates from

magnetic spherical coordinates, shown in green, to geographical coordinates system,

indicated in purple arrows, is represented.

2.5 IT interaction

The thermosphere is a fluid medium governed by frequent collisions between

individual particles of gas, so the use of governing equations such as the Navier-Stokes

equations, continuity and energy, to characterize its properties is possible. However,

the thermosphere layer overlaps with the ionosphere, so the use of these equations

is valid until the fluid approximation is not possible. This limit is given when the

collisions is short compared to the scale sizes, around 600 km.

The dynamics of this coupled region is driven mainly by neutral winds and

ion drifts. To understand their relationship, first we review the ions motion due to

neutral winds considering as if the electric field was absent. We consider the case

where the ions and neutral atmosphere are present only in a magnetic field [63]. The

motion would be governed by the ratio ρ+ of ion-neutral collisions νin to the gyro
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frequency of the ions, ωi , defined in the Section 2.3. The velocity of the ions, ~v,

would be:

~v = 1
1+ρ2

+
[ρ2

+~u+ ρ2
+~u× b̂+ (~u · b̂)b̂] (2.5)

with

ρ+ = 2πνin
ωi

(2.6)

The neutral wind is represented with ~u and the magnetic field direction as b̂. At

high altitudes (F-region, above an altitude of approximately 150 kilometers), the ion-

neutral collision frequency νin is very small: ρ+ << 1, so the above equation can be

simplified to:

~v = (~u · b̂)b̂ (2.7)

The hypothesis of collision free means that the motion of the ions due to neutral winds

only contributes in the direction of the magnetic field line b̂. On the other hand, from

Equation 2.3, we observe that the ion drift is perpendicular to the magnetic field line

b̂, which is the direction in which the magnetic field vector ~B0 is oriented. Because

of this, it is common to use a coordinate system oriented with the magnetic field

direction, described in Figure 2.8.

2.5.1 Geomagnetic storm. The study of these drivers and their effect on the redis-

tribution of the plasma in the IT region is important during geomagnetic storms. As

described previously, a geomagnetic storm is a significant disturbance in the Earth’s

magnetic field [64] caused by specific conditions and variations in the solar wind that

reaches the Earth. The largest storms are associated with solar coronal mass ejections

(CMEs), where solar plasma embedded with its magnetic field carried with the solar

wind arrives at the Earth [65].

There are different geomagnetic indices such as Dst, AE and Kp, which sum-

marize global geomagnetic variability and help detect geomagnetic storms [66]. [64]

gives a threshold of the Dst (Disturbance Storm Time) index for which we can con-
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sider an event a geomagnetic storm or not. The solar wind can provoke major changes

in the currents, the plasma distribution and the fields in the Earth’s magnetosphere,

such as a ring of westward current around Earth. The Dst index measures the inten-

sity of this ring current and acts as an indicator of geomagnetic activity and the size

of the storms [67]. Geomagnetic storms are characterized by three phases: initial,

main and recovery [68]. The main phase occurs when the energy input from the solar

wind intensifies and consequently increases the intensity of the ring current. The ring

current produces a magnetic field that inside the ring is opposite of Earth’s internally

generated field. Ground magnetometers measure a decrease in magnetic field strength

during storms (main phase) and then weakening ring current produces a magnetic

field increase to baseline (recovery phase) that the magnetometers also indicate.

Other effects the storm has are explained below. The changes in the solar

wind arriving at Earth and interacting with the Earth magnetic field produce parti-

cle precipitation followed by a sudden heating in the high latitudes and altitudes of

the atmosphere. Additionally, Joule heating of the thermosphere also occurs at high

latitude. Joule heating arises from the currents flowing in the ionosphere, that causes

friction between the neutral particles and the ions [69]. This sudden high energy

has different effects, such as thermospheric circulation or currents, TADs (traveling

atmospheric disturbances) or changes in the electrodynamics processes. At mid lat-

itudes, effects of the storm are also visible. The TADs can propagate neutral winds

disturbances from auroral to lower latitudes, and because they are coupled with the

ions behavior, they modify the plasma behavior at these latitudes [70]. Prompt pen-

etration electric field (PPEF) at high latitudes can also cause disturbances in the

ions dynamics at mid-latitudes [71]. PPEF refers to the interplanetary electric fields

carried by the solar winds appearing immediately in the Earth’s ionosphere after the

solar wind reaches the Earth’s magnetic field [72], causing disturbances in the plasma

dynamics.
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2.5.2 General Ionosphere Features. There are several features characteristic of

the IT region, which are not linked to a geomagnetic storm as they also occur during

quiet time, which will be used in this work. For example, the South Atlantic anomaly,

which describes a region where the magnetic field strength is weaker and there is an

increase of ions in this area. It is caused by the geomagnetic axis not passing through

the center of the Earth. This feature is always present [73].

The equatorial fountain describes the effect of the plasma moving upwards

and rising several hundred kilometers at the equator [74] and this feature is also not

characteristic to geomagnetic storms. It is caused by the north geomagnetic field (at

the equator the vector parallel to the magnetic field lines b̂ is oriented in the magnetic

north direction b̂ = −θ̂) combined with a daytime east-west ionospheric electric field.

Using Equation 2.3, the resulting ion drift, that is the cross multiplication of the

electric field and the magnetic field, is upwards. During daytime, the electric field

is typically eastward [75], which creates an upward ion drift rising the plasma to

higher altitudes. During local sunset, also called evening terminator, the eastward

electric field strengthens before it reverts to westward during local night time. This

phenomena is called Pre-reversal enhancement (PRE) and it causes an increase of the

vertical drifts from the equatorial fountain during sunset [76]. At the terminator line

there is also a gradient of the electron concentration, as there are more ions on the

day side due to the ionization from solar UV radiation [75].

After the ions move vertically to higher altitudes, pressure and gravitational

forces will cause the plasma to diffuse poleward along magnetic field lines to higher

magnetic latitudes, usually to ±10 deg. At higher altitudes, the recombination rate is

smaller [77] so the electron concentration will increase. This phenomenon, where the

ionization increases around the magnetic equator, is denominated equatorial ioniza-

tion anomaly (EIA) [78]. This phenomenon is visible everyday during daytime, when
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the eastward electric field and the northward magnetic field at the equator generate

the upward ion motion.

However, the storm time fountain effect can be enhanced and transformed to

a “super” fountain during geomagnetic storms. The eastward electric fields at low

latitudes can be enhanced during geomagnetic storms due to the Joule heating that

consequently alters the generation of electric fields [79], this effect is called iono-

spheric disturbance dynamo, or due to the PPEF that can occur during geomagnetic

storms. This also enhanced the EIA, resulting in ionoization peaks at higher magnetic

latitudes [48].

The EIA can also be distributed asymmetrically (more TEC enhancement in

one hemisphere than in another) due to the behavior of the neutral winds. There

are two theories that can explain the asymmetries in the EIA [80]. Intra-hemisphere

transport (within one hemisphere) says that southern winds drive plasma up in the

northern hemisphere and consequently creates a higher crest of enhanced TEC within

the Northern hemisphere than in the Southern hemisphere. This form of EIA asym-

metry occurs when the equatorial fountain effect is stronger than the neutral winds.

Southern (northern) winds move plasma along the field lines but a strong fountain

effect at the equator restricts the plasma motion in the windward direction and con-

sequently the ions move upward and poleward, creating a TEC enhancement in the

Northwern (Southwern) hemisphere. The trans-equatorial transport occurs when

the fountain effect is weaker than the winds. In the trans-equatorial case southern

(northern) neutral winds create an asymmetry of the EIA with a TEC enhancement

in the Southern (Northern) hemisphere. The winds will move the plasma along the

field lines to higher altitudes in the opposite hemisphere since the winds overcome the

weak fountain effect, forming the asymmetry in the EIA. [80] found that strong winds

(Intra-hemisphere transport) explained most of the cases observed and modeled in
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that work.

2.5.3 NILE. A feature that has been observed by analyzing the TEC behavior

for some geomagnetic storms is a NILE (nighttitme ionospheric localized density

enhancement). It has been observed so far at mid-latitudes at higher altitudes [47],

only around one spot in the world (near the Gulf of Mexico region) and at nighttime.

It is characterized by an increase in the total electron content. There are a several

cases where this phenomena has been observed, for example, during solar cycle 23:

October 2003 [47], April 6-7 2000 and July 15-16 2000 [81]. Previous work [7] also

detected some cases where NILE seemed to appear on the same location but not

during a extreme storm. This case belongs to the solar cycle 24 and it occurred on

October 25th 2011. NILE for 2 geomagnetic storm has been previously analyzed in

[48] through an electron density analysis, but information about the plasma drivers

would help us understand and characterize them better. Possible causes for this

NILE hypothesized in the literature include an electrodynamic effect tied to the South

Atlantic Anomaly or an equatorial super-fountain [82] associated with a stormtime

prompt penetration electric field (PPEF).

In recent studies [48], two NILE events were studied through a TEC analysis

and they show that the NILE appears to originate from the enhancement of the

equatorial ionization anomaly (EIA) in the recovery phase of the geomagnetic storm.

The EIA for the cases studied in [48] was asymmetric as the northern crest, where

the NILE appears to originate, was more enhanced than the southern crest. In [82]

they hypothesize that the South Atlantic anomaly creates a preferred configuration

of longitude and time where the enhanced TEC of the NILE builds up and that

during geomagnetic storms the enhanced electric fields during strong storms at the

terminator redistribute the plasma from the EIA crests to magnetically-conjugate

regions.
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2.6 Algorithms

First we describe the IDA4D algorithm that outputs global electron density

N . Then, a small background of model SAMI3 is given. Data assimilation algorithm

EMPIRE is described is also described.

2.6.1 IDA4D. The algorithm IDA4D (Ionospheric Data Assimilation Four - Di-

mensional [18]) is a data assimilation algorithm that outputs global electron density

values N and ingests a variety of data sources linearly and non linearly dependent on

the electron density N , like slant Global Navigation Satellite Systems (GNSS) total

electron content (TEC), GNSS radio TEC, electron density altitude profiles from ISR

(incoherent scatter radar), ionosonde electron density profiles (in-situ electron density

such as DMSP, CHAMP, SWARM, COSMIC-2), space based observations of electron

density [83] (LEO satellite beacon TEC) and topside GNSS TEC (looking upwards

from LEO satellites to constellation). In general, the most complete data set is the

GNSS TEC, so it is the main ingested quantity of this algorithm. It uses all these

measurements to correct a climate background model, both empirical or physical.

In this dissertation, the IDA4D algorithm outputs are used for contributions

1, 3 and 4 (in Chapters 3, 5 and 6 respectively). Two different sources of density N

are used as background model for IDA4D, depending on the cases we are studying.

The first one is the IRI (International Reference Ionosphere) [84] background model

(Chapters 3 and 6) and the second one is SAMI3 [49] (Chapter 5). The use of a

physics model, such as SAMI3 rather than empirical model, will provide for better

resolution of the nighttime effects like NILE.

For example, in Chapter 6, the inputs to IDA4D are: Global Positioning

System (GPS) slant TEC from 592 stations (each of the stations measured between ≈

30000, 40000 measurements during one day), DMSP (Defense Meteorological Satellite



30

Program) electron density profiles from 4 satellites (each of the satellites measured

≈ 80000 measurements during one day) and GPS radio occultation data of electron

density profiles, advantageous for improving the situation of large data gaps over

the oceans, from 6 receivers (each of the receivers measured ≈ 230000 measurements

during one day).

2.6.2 SAMI3. The SAMI3 algorithm is a physics-based ionosphere model that

calculates the plasma and chemical evolution of seven ion species (H+, He+, N+,

O+, NO+, N2+ and O2+). It studies the behavior of the plasma along the Earth’s

dipole and is based on the two-dimensional model SAMI2 [49]. For neutral driving, the

neutral composition and temperature are provided by the Naval Research Laboratory

Mass Spectrometer Incoherent Scatter (NRLMSISE-00) model [85] and the neutral

winds are obtained from the HWM models [50]. It also uses the [86] model for

the ion production and loss and for the gravity and diffusion effect on the parallel

direction of the ion velocity, similarly to EMPIRE. The magnetic field is provided

by the International Geomagnetic Reference Field (IGRF-11) model [59] and the

electric field is solved with a potential solver derived from current conservation [87],

[88]. The ion drift is calculated self-consistently with the solved perpendicular electric

field using Equation 2.3 in the low to mid-latitude region of the ionosphere. At high

latitudes, SAMI3 uses the Weimer [58] model.

2.6.3 EMPIRE. In this section, we give a summary of the EMPIRE algorithm, as

developed in previous work. It estimates the ionosphere drivers over a region during

a specified period of time by combining information from different background mod-

els and from measurements. This is useful during unusual ionospheric conditions,

because the background models are usually a mean over a long period of time, so

they do not predict unusual behavior of the ionosphere. Real measurements do cap-

ture geomagnetic storms and unusual behavior, but they are usually scarce, as the
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ionosphere region is large.

EMPIRE ingests electron density measurementsN and estimates the IT drivers

using the ion continuity on a gridded region over time. At each grid point, charac-

terized by a geomagnetic radius, colatitude and longitude (r, θ, φ), the ion continuity

equation is imposed:

∂N

∂t
= sprod + sloss − ~∇ · (N~v) (2.8)

where sprod and sloss are source terms (production and loss rate, respectively), ~v is

the ion velocity and ∂N
∂t

represents the electron density rate. Although the electron

density N also varies in space, (r, θ, φ), Equation 2.8 is imposed at each grid point,

so there is only variation with time. The assumption of electron density N equal to

the ion density is made when solving the ion continuity equation, as the plasma is

quasi-neutral. The change in ions over time in a grid point is going to depend on the

production and loss of ions and on the transport of ions in that region, represented

by the divergence term in Equation 2.8.

The electron density rate ∂N
∂t

is finite differenced from the electron density N ,

obtained from the data assimilation algorithm IDA4D (Ionospheric Data Assimilation

Four-Dimensional [18]).

To solve the system in Equation 2.8, EMPIRE divides the ion velocity, ~v,

into two directions according to the magnetic coordinate system: ‖ and ⊥ directions,

aligned with and perpendicular to the magnetic field line, respectively.

∂N

∂t
= sprod︸︷︷︸

a0,prod

+ sloss︸︷︷︸
a0,loss

−~∇ · (N~v⊥)︸ ︷︷ ︸
aexb

−~∇ · (N~v‖)︸ ︷︷ ︸
a‖

(2.9)

The notation a is used to refer the different terms in the ion continuity equation that

are not measurements in the system. The subscript “0” denotes that the quantity is

assumed to be known based on a background model. The models used to calculate

the production and loss terms a0,prod, a0,loss can be found in [86].
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The ion drift, represented with the subscript “exb”, is assumed to be the

dominant velocity in the perpendicular direction ~v⊥ ≡ ~vexb, as described in a previous

section (Section 2.5). Below the ion drift ~vexb, defined in Equation 2.3, is repeated

but substituting the electric field ~E for the gradiend of an electric potential field V .

~vexb =
−∇V × ~B0

B2
0

(2.10)

This is a reasonable assumption at F region altitudes, described in the previous

chapter 2. The ion drift results from crossing the electric field ~E associated with ion

motion with the Earth’s magnetic field ~B0. The electric field ~E is calculated as the

gradient of an electric potential V . The potential V is one of the IT drivers we actually

estimate. The magnetic field ~B0 is obtained from the International Geomagnetic

Reference Field (IGRF-11) model [59].

In the parallel direction we consider the other effects that can contribute to

the ion velocity ~v‖: neutral winds, gravity and diffusion. The last two effects are

calculated following the model described in [86]. This model is simplified as explained

in [30] to be:

~v‖ = ~u‖ + ~vg,0 + ~vdfsn,0 (2.11)

where ~u‖ represents the neutral wind in the parallel to the magnetic field direction.

Neutral winds ~u is the second driver we are going to estimate with EMPIRE, by pro-

jecting the geographic meridional and zonal components, uN and uE respectively, onto

the field-aligned direction b̂ as shown in [45]. The assumption of negligible vertical

winds in the vertical direction is made. The velocity due to gravity is represented by

the ~vg,0 term and lastly ~vdfsn,0 is the diffusion contribution. To calculate these we need

to have values of the ion and electron temperatures, obtained from the International

Reference Ionosphere (IRI 2007) [84], and of the neutral density and temperature

which are obtained from the Naval Research Laboratory Mass Spectrometer Incoher-

ent Scatter (NRL-MSISE00) model [85].
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Once the background climate values in EMPIRE are computed, we express

Equation 2.9 as:

∂N

∂t
= a0,prod + a0,loss + aexb + au‖ + a0,dfsn + a0,g︸ ︷︷ ︸

a‖

(2.12)

Because of the hypothesis of ion drifts being the dominant term in the perpendicular

direction, we only consider the neutral wind projection in the parallel direction as

contributing to the electron density rate of change: au = au‖ .

In general, EMPIRE is configured to compute the neutral winds and the elec-

tric potential contributions, au and aexb, because we currently assume that during

storm time these are the main contributions to a change in electron density. This

thesis implements a new method to solve the system and to estimate these contribu-

tions. It will be described in the Chapter 3.

In previous work, to solve the system, EMPIRE estimated the correction of

these contributions. To do that, each ionospheric driver, vi, was divided into a un-

known correction term and a background model term, where subscript i represents

the ionospheric drivers: neutral wind geographical zonal and meridional uE and uN

and potential V giving rise to ~vexb. They can be expressed as:

vi = δvi + vi,0 (2.13)

Where δ indicates correction term, although it does not necessarily needs to be small.

Neutral wind background value ~u0 is obtained from HWM14 climate model [50] and

potential field background model term is obtained using Weimer model [58]. Substi-

tuting these expressions for each driver in the transport term in Equation 2.12, we

can express the ion continuity equation as:

yN︸︷︷︸
∂N
∂t

= a0,prod + a0,loss + a0,exb + δa0,exb︸ ︷︷ ︸
aexb

+ a0,u‖ + δa0,u‖︸ ︷︷ ︸
au‖

+a0,dfsn + a0,g (2.14)
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The new method allows for EMPIRE to directly estimate the contributions au

and aexb instead of the correction to a background model term δau and δaexb. The

whole derivation will be shown in Section 3.2.

To estimate the correction terms, each correction of ionospheric driver term,

δV , δuN and δuE, is expanded as a multiplication of basis functions fi and a set of

unknown coefficients x̃i, where subscript i = exb, uN , uE . The potential field V at

each grid point j can be expanded as:

δVj = fexb,jx̃exb (2.15)

Where bold symbols indicate an array. Each jth grid point is given by geomagnetic

coordinates altitude, colatitude and longitude (r, θ, φ). From now on, a tilde notation

“̃” is introduced to refer to terms that change within the old and new method of

solving EMPIRE. The mapping matrix fexb is obtained expanding the potential field

δVj using a spherical harmonic basis function [45]. Note that this mapping matrix is

not going to change in the new method, as the expansion is also done. The expansion

is defined as:

δVj =
lmax∑
l=1

l∑
m=1

Nm
l P

m
l (`(r, θ))Φm

l (φ, x̃exb) (2.16)

where Nm
l P

m
l is the fully normalized associated Legendre polynomial as described

by [89] and ` is the normalized L-shell parameter (defined in Equation 2.4), between

[−1, 1]. By assuming constant electric field along the dipole field lines, this allows for

the spatial potential field to be a function of only two independent variables (L, φ).

The term Φm
l contains the harmonic term and the unknown coefficients x̃exb. The

final form of mapping matrix fexb is shown in Appendix A.

The neutral winds zonal and meridional component can be expanded as:

[δuE δuN ]T = fu,jx̃u (2.17)
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The meridional direction is expanded using a power series basis at each j grid point:

δuNj =
kmax∑
k=0

lmax∑
l=0

pmax∑
p=1

x̃klpN (
R

Re

)k(θ − θ0)l(φ)p (2.18)

x̃N =

[
x̃000
N x̃001

N . . . x̃klpN . . . x̃kmax,lmax,pmax

N

]T
(2.19)

Where θ0 and Re are reference colatitude and altitude respectively. A similar expan-

sion to Equation 2.18 is used to define the zonal δuEj and x̃E. Substituting these

expansions into Equation 2.17 and considering negligible vertical winds, mapping

matrix fu can be obtained. State x̃u is obtained by concatenating both directions:

x̃u = [x̃TEx̃TN]T . (2.20)

One of the contributions is to update this expansion to vector spherical har-

monics basis function. This will change the initial form of the expansion and con-

sequently the final values of the mapping matrix fu,j. The new derivation will be

described in Section 3.1 and Equations 2.18 to 2.20 will be substituted by a new basis

function.

Substituting expansions (2.15) and (2.17) in the corresponding correction trans-

port terms δai, defined in Equation (2.14), we can express the δai terms as a multi-

plication of basis functions hi and the same set of coefficients x̃i:

δaexb,j = hexb,jx̃exb (2.21)

δau,j = hu,jx̃u (2.22)

Concatenating each of these terms of the different drivers, we arrive at the mapping

matrix hNj and the state of the system x̃, where subscript N indicates that the

equation comes from the ion continuity equation:

z̃N,j︸︷︷︸
yN−ã0N

= hNjx̃ + ν̃j (2.23)
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where ã0N is the sum of all the background terms and the term ν̃j is the observation

error, that is assumed to be a white sequence with known observation covariance R̃N.

The state x̃ is defined as a column vector:

x̃ = [x̃Texbx̃Tu ]T (2.24)

and its size will depend on the number of coefficients of each driver expansion.

Equation 2.23 is imposed over all the j points in the region at each time step.

Stacking them the system can be transformed to:

z̃N︸︷︷︸
yN−ã0N

= HNx̃ + ν̃ (2.25)

Column vector z̃ is obtained by stacking the difference of the electron density rate yN

and the background terms, ã0N of each grid point and depends on the number of grid

points our region is divided into. Mapping matrix HN and column vector ν̃ are also

derived by stacking the mapping row matrix hNj and the observation error νj of each

grid point. Mapping matrix HN will be formed by mapping matrices of each of the

estimated drivers: HN = [HexbHu]. The derivation and the definition of the ion drift

mapping matrix Hexb can be found in [45] and a summary is shown in Appendix A.

The vector spherical harmonics basis function will be introduced for the neutral wind

expansion, so Hu will be defined in Section 3.1. The state x̃ is the same at all points

allowing us to solve the system in the whole region at the same time.

Without additional ingestion of measurements, we define the EMPIRE system

as:

z̃︸︷︷︸
z̃N

= H︸︷︷︸
HN

x̃ + ν̃ (2.26)

where ν̃ is characterized by R̃ = R̃N EMPIRE solves the linear system defined in

equation 2.26, which is overdetermined, with a Kalman filter that was implemented
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in previous work [32]. A time update is first applied to the state, assuming a Gauss-

Markov state transition:

ˆ̃xt+1/t = x̃0,t+1/t + Φ(ˆ̃xt/t − x̃0,t/t) + w̃t/t (2.27)

Where the subscript “t/t” indicates values in the time t given t and the subscript

“t + 1/t” describes the time updated value at time t + 1 given t using information

from the previous time step. ˆ̃xt+1/t is the forecast state at time t + 1 and ˆ̃xt/t is the

measurement update at previous time t. The hat ˆ notation indicates estimated state.

x̃0,t+1/t is the background state at time t+1 and x̃0,t/t is the background state at time

t. It is set, for both times to x̃0 = 0, which assumes that the initial point for the

filter is that there is no correction to the drivers. The process noise w̃t/t is assumed

to be normally distributed with zero mean and covariance W̃t. Matrix Φ is defined

as:

Φ = exp

(
−dt
τ

)
I (2.28)

where I is the identity matrix and τ is a time constant that quantifies how rapidly

measurements are “forgotten” and dt is the time step used in the filter. The time

update co- variance is given by:

P̃t+1/t = ΦP̃t/tΦ
T + (1−Φ)2P̃0,t/t︸ ︷︷ ︸

W̃t

(2.29)

Where P̃t+1/t is the forecast covariance matrix of the state at time t + 1, P̃t/t is the

forecast covariance matrix of the state at time t and P̃0,t/t is the background covariance

matrix at time t. The process noise covariance W̃t is defined so that the time updated

covariance P̃t+1/t reverts to the background model covariance P̃0,t/t in the absence of

measurements over time. The background error is defined in [32], but in this work

we will change it and will be defined in Chapter 3.

Then, the state is updated using the ingested measurements of electron density:

ˆ̃xt/t = ˆ̃xt/t−1 + (HT R̃−1H + P̃−1
t/t−1)−1HT R̃−1(z̃−Hˆ̃xt/t−1) (2.30)
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P̃t/t = P̃t/t−1 − P̃t/t−1H
T (HP̃t/t−1H

T + R̃−1)HP̃T
t/t−1 (2.31)

where R̃ contains information about the error covariance ν of the measurements

∂N/∂t, obtained from the propagation of the error of the plasma density N given by

IDA4D algorithm [18] and from the error of the background ionospheric effects ã0

production, loss, diffusion, gravity, neutral winds and ion drift.

𝒅𝑵

𝒅𝒕

MeasurementModels

IRI MSIS

Kalman filter solves:
𝒛෤ = 𝑯𝒙෥ 

𝒂෥𝟎
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IDA4D method

Expansion of drivers 
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Figure 2.10. Simplified EMPIRE model and data processing flow chart.

A summary of the algorithm is shown in Figure 2.10, with a flow chart describ-

ing how all these background models and the electron density measurements enter

into EMPIRE. It is based on a diagram shown in [32].

2.6.3.1 Ingestion of winds. EMPIRE also ingests measurements of neutral winds

from FPI (Fabry-Perot interferometer) instruments [32]. They measure the line-of-

sight (LOS) thermospheric wind speeds with associated uncertainties at an assumed
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altitude of 250 km, as described in Section 2.2.2.

To include the information in the algorithm, additional equations in every ith

location where a measurement is available are included. These equations are added to

the original EMPIRE system defined in Equation 2.26. Note that i does not need to

coincide with the number of grid points j at which we are imposing the ion continuity

equation. They are expressed as:

yFPI − ũ0,FPI = δuFPI,i (2.32)

Where yFPI represents the LOS neutral wind measurement from FPI instruments

at each i location and the term ũ0,FPI represents the background model neutral

winds projected in the LOS direction at each i location. To calculate it, the neutral

wind geographical zonal and meridional components from point quantity vector ~u0 =

[u0,E u0,N 0]T from model HWM14 [50] are projected into the LOS of the measurement.

The look direction of each i LOS is characterized by elevation eli and azimuth azi

angle:

ũ0,FPI = fLOS,i~u0 (2.33)

fLOS,i =

[
cos(eli) cos(azi) cos(eli) sin(azi) sin(eli)

]
(2.34)

The correction term δuFPI,i is obtained by transforming the basis function

expansion of the neutral winds into the LOS direction. Using the defined expansion

in Equation 2.17 we obtain the following expression:

δuFPI,i = fLOS,i

[
δuE δuN 0

]T
= hFPI,ix̃u (2.35)

Mapping matrix hFPI,i is going to depend on the expansion used for the neutral winds.

One of the contributions is to update this expansion to a vector spherical harmonics

basis function. Definition of mapping matrix hFPI,i for this case will be described in

Section 5.1.
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Using the same notation as used in the EMPIRE system before, in Equation

2.23, we can write Equation 2.32 as the following:

z̃FPI,i = yFPI − ã0,FPI︸ ︷︷ ︸
ũ0,FPI

= δaFPI,i︸ ︷︷ ︸
δuFPI,i

+νFPI,i (2.36)

Where νFPI,i represents the measurement error. Stacking all the i equations and

substituting the correction term defined in Equation 2.35:

z̃FPI = HFPIx̃u + νFPI (2.37)

Column matrix z̃FPI size is going to be equal to the number of i measurements

ingested. Mapping matrix HFPI is obtained by stacking the i row matrices hFPI,i.

Measurement error νFPI is assumed to have zero mean and the associated covariance

matrix RFPI is the error of the neutral winds given with the measurements.

The EMPIRE system, defined in Equation 2.23, adding the ingestion of FPI

measurements is now: z̃N

z̃FPI


︸ ︷︷ ︸

z

=

 yN

yFPI


︸ ︷︷ ︸

y

−

 ã0N

ã0,FPI


︸ ︷︷ ︸

ã0

=

Hexb Hu

0 HFPI


︸ ︷︷ ︸

H

x̃exb

x̃u

+

 ν̃

νFPI

 (2.38)

The system has the same form as with no ingestion, as seen in Equation 2.26, and it

is solved with a Kalman filter using Equations 2.27 to 2.31. It needs to be considered

that there are new error measurements ν̃FPI in the definition of covariance matrix

of the measurements R̃, that appears in the measurement update of the filter. The

EMPIRE system simplified system adding the ingestion of winds is shown in the

diagram in Figure 2.11.

2.6.3.2 EMPIRE inputs. A summary of the inputs used in this work organized

by chapters is shown below.
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Figure 2.11. Simplified EMPIRE model and data processing flow chart.

.

Table 2.1. Inputs to EMPIRE, climate models and measurements, utilized in this
dissertation organized by chapters.

Chapter 3 Chapter 4 Chapter 5 Chapter 6

N observation IDA4D SAMI3 IDA4D IDA4D

N background IRI SAMI3 SAMI3 IRI

FPI observation - - FPI ICON

Ion and electron temperature IRI

Neutral temperature and density NRL-MSISE00

Neutral winds background HWM14

Potential field background Weimer SAMI3 Weimer Weimer

Magnetic field IGRF-11
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CHAPTER 3

VECTOR SPHERICAL HARMONICS FOR EMPIRE NEUTRAL WIND
ESTIMATION

EMPIRE estimates each of the ionosphere drivers by expanding them using

basis functions. Previously, power series basis functions were used to represent both

meridional and zonal neutral wind components uN and uE [29], allowing the study

of regional cases. The use of expansions that are continuous on a spherical domain

allows EMPIRE to be used to study global cases. A vector spherical harmonics (from

now on abbreviated as “VSH”) expansion will be introduced in this contribution

in Section 3.1 to decompose the velocity, as defined in [90]. In addition, a direct

estimation of the drivers will be derived in Section 3.2, in order to define the errors

of the Kalman filter in a more methodical way.

Then, the VSH derivation will be applied to study a geomagnetic storm and

the results will be compared to the previous method used in EMPIRE. The storm

and the EMPIRE configuration will be described and results and conclusions will be

shown in Section 3.3.

3.1 Vector spherical harmonics derivation

In a power series basis expansion, there were two states for the neutral winds,

one for each direction, as they were calculated independently of each other. However,

for a VSH decomposition, the state x̃u is the same for both directions, so they will

be consistent with each other. This derivation has two parts: the definition of the

vector ~u and the mapping from velocity space to the a (density rate) space.

The vector spherical harmonic form is the following:

~u =
lmax∑
l=0

l∑
m=0

Ylmr̂ + r~∇Ylm + ~r × ~∇Ylm (3.1)

where ~r = rr̂ is the radial magnitude and direction [91]. The expansion is defined by
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the degree l and by the order m, that goes to a maximum degree lmax that we choose.

The function Ylm is the scalar spherical harmonics defined as:

Ylm = Nm
l P

m
l (cos θ)Φm

l (φ) (3.2)

with θ being the geomagnetic colatitude and φ the geomagnetic longitude. We expand

the neutral wind using magnetic coordinates to be consistent with the EMPIRE grid.

The function Nm
l P

m
l describes the fully normalized associated Legendre polynomial,

described in [89] as:

Nm
l =

√
2l + 1

2

(l −m)!

(l +m)!
(3.3)

Pm
l (cos θ) =

(−1)m

2ll!

√
(1− cos2 θ)m

dl+m

d(cos θ)l+m
(cos2 θ − 1)l (3.4)

The harmonic part can be found in the Φm
l (φ) function:

Φm
l (φ) = x̃lms sin(mφ) + x̃lmc cos(mφ) (3.5)

where x̃lmc and x̃lms are the unknown coefficients that form the state x̃u for each

combination of l,m. The size of the state will depend on the maximum order lmax we

select for the expansion. The state x̃u can be expressed as:

x̃u =
[
x̃00
c x̃

10
c . . . x̃lmaxlmax

c x̃00
s x̃10

s . . . x̃lmaxlmax
s

]T
(3.6)

=
[
x̃Tc x̃Ts

]T
(3.7)

Equations 2.18, 2.19 and 2.20 are now substituted by the new expansion given

by Equations 3.1, 3.2, 3.3, 3.4, 3.5, 3.6 and 3.7.

The second part of the derivation is to map the neutral winds to the electron

density rate “a” space. This is done by taking the divergence of the neutral wind
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vector projection in the magnetic field direction multiplied by the electron density, as

described in the following equation 3.8:

δau,j = −~∇ · (N (δ~u · b̂)b̂︸ ︷︷ ︸
δ~u‖

) = hu,jx̃u (3.8)

Stacking the row matrix hu,j at each jth grid point, as explained in Section 2.6.3, we

obtain the mapping matrix Hu, that is defined in Appendix B:

δau = Hux̃u (3.9)

The correction of the horizontal wind vector δ~u = [uE,j uN,j 0] at each grid

point jth grid point can be expressed in the geographical coordinate system (ê, n̂, û),

with ê representing the geographic east unit vector and n̂ the geographic north, as

defined in Equation 2.17. It can be divided into:

δ~uj =


fuE,j

fuN,j

0


x̃u (3.10)

Stacking the row matrices fuE,j and fuN,j at each jth grid point, we can obtain the

neutral wind vector of the whole studied region:

δuE = FuE
x̃u (3.11)

δuN = FuN
x̃u (3.12)

The mapping matrices FuN
and FuE

are defined in Appendix C.

3.1.1 Selection of lmax. The number of terms of the decomposition is limited by

the maximum order selected lmax, which appears in 3.1. The number of coefficients

of the expansion ku is equal to:

ku = (2
l=lmax∑
l=0

(l + 1)) (3.13)
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Where the 2 appears because the state is divided into coefficients for the cosine terms

and for the sine terms. The l,m terms that multiply “0” mapping matrix coeffi-

cients will be removed to avoid singularities when inverting the mapping matrix.

Using Equations B.39 and B.43, we need to take into account that the cosine coef-

ficients multiply the harmonic cosine term (cosmφ) and its derivative (−m sinmφ)

while the sine coefficients multiply the harmonic sine term (sinmφ) and its derivative

(m cosmφ). For the sine terms for all the m = 0 coefficients the corresponding expan-

sion value is also 0, so they are not going to be estimated. For the cosine coefficients,

for m = 0 only the derivative part that they multiply in the expansion is 0. However,

when the order is also l = 0, the Legendre polynomial and its derivatives is 0, so the

corresponding coefficient is not estimated for l = m = 0. Number of coefficients is

reduced from ku to (ku − 1−
∑l=lmax

l=0 l).

A study of the error of the VSH fitting to HWM14 winds over the maximum

order is done to select the lmax. We use Equations 3.11 and 3.12 at a specific time

to do the fitting. The time selected is the first time step of the studied period, 25

October of 2011 at 0 UT. State x̃u is estimated with a Moore-Penrose pseudoinverse

[92]. Figure 3.1 shows the analysis of the error of the VSH fitting.

Figure 3.1 shows the RMS (Root-Mean-Square) of the residual between the

fitted uN and uE terms and the model HWM14 over all the grid points at 0UT on

October 25. They are plotted over lmax, to analyze which order to chose for the VSH

expansion. The RMS difference tends to go to an asymptotic value of 115m/s for

the zonal component in magenta and a value of 80m/s for the meridional term in

magenta from approximately lmax = 14 and lmax = 10 respectively. The number of

the unknown coefficients increases with lmax, so there is a compromise between the

order of the VSH expansion and the computational time needed. We select for the

fitting a value of lmax = 6, indicated with a black vertical dashed line. At this value,
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Figure 3.1. RMS (Root-Mean-Square) difference in m/s between estimated uN , in
green, and uE, in magenta, and HWM14 model over order lmax over all grid points
at 0 UT on 25 October 2011. Black dashed line represents the values at lmax = 6.

a decrease in the slope of the RMS curve is visible for the meridional RMS in green

and the RMS value starts to stabilize around the asymptote.

3.2 Direct estimation of ionospheric drivers In previous work, the state

x̃ defined in Equation 2.24 express the correction of the drivers with respect to a

background model. This implied that the background covariance matrix P̃0,t/t, de-

fined in the Kalman filter in Equation 2.29, contained the errors of the correction to

the background model, not of the ionospheric drivers themselves. These errors are

harder to understand physically and to set, so we have modified EMPIRE to directly

estimate the density rate ai due to a given driver, where i represents neutral winds

or electric potential, instead of the correction δai.

First, the drivers itself, vi, are expanded using a basis function. Equations

2.15 and 2.17 are now:

Vj = fexb,jxexb (3.14)

~uj = fu,jxu (3.15)
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Where the mapping matrices fexb,j and fu,j are the same as the ones defined for the

previous method. Substituting these expansions in their corresponding transport

terms ai, defined in Equation 2.12, we obtain:

aexb,j = hexb,jxexb (3.16)

au,j = hu,jxu (3.17)

Concatenating each of these terms, as done for the previous method, we arrive at the

mapping matrix hj, that is the same as the old method, and the new state of the

system x:

zNj︸︷︷︸
∂N
∂t
−a0N

= hNjx + νj (3.18)

where a0 is the sum of all the background terms not corrected (production, loss,

diffusion and gravity) and νj is the observation error of zNj. The state x is defined

as a column vector:

x̃ = [xexb
Txu

T ]T (3.19)

and its size will depend on the number of coefficients of each driver expansion.

Again, we impose Equation 3.18 over all the j points in the region at each

time step and they are stacked obtaining the following system:

zN︸︷︷︸
∂N
∂t
−a0N

= HNx + ν (3.20)

Mapping matrix HN is the same as the old method and observation error vector ν

is assumed to have zero mean and covariance matrix RN, given by the measurement

errors of the terms forming zN. Without additional ingestion of measurements, we

can define the EMPIRE system as:

z︸︷︷︸
zN

= H︸︷︷︸
HN

x + ν (3.21)
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The state x is solved with a Kalman filter. Equations 2.27 to 2.31 are used,

but removing the˜notation. They are repeated below:

x̂t+1/t = x0,t+1/t + Φ(x̂t/t − x0,t/t) + wt/t (3.22)

Pt+1/t = ΦPt/tΦ
T + (1−Φ)2P0,t/t︸ ︷︷ ︸

Wt

(3.23)

The background state at time t+1 and t given t, x0,t/t and x0,t+1/t, in the new

implementation is not equal to 0, as it was in the previous implementation, but it

can be calculated using climate models. This new implementation also allows for the

direct calculation of the corresponding background covariance matrix P0,t/t in terms

of the climate data and their errors.

We calculate x0, in time t+ 1 or t, using the definition of the state from Equa-

tion 3.19. The state is formed by a contribution by the potential field and another

by the neutral wind vector. Using the described expansions of the drivers, Equations

3.14 and 3.15, we can calculate the background state for each driver. Stacking the

expansions for all the j grid points:

V = Fexbxexb (3.24)

~u = Fuxu (3.25)

Applying these definitions to the background model case, where the drivers are known

information obtained from climate models, we obtain the following:

x0,exb = (Fexb)
†V0 (3.26)

x0,u = (Fu)
†~u0 (3.27)

The matrices equations are solved with a Moore-Penrose pseudoinverse [92], repre-

sented with a †. The climate data for the neutral winds ~u0 is obtained from HWM14
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model (Horizontal Wind Model) [50] and for the electric potential V0 the Weimer

model is used [58].

The background covariance matrix P0,t/t is defined as:

P0,t/t = diag(σ2
xj,0

) (3.28)

where j represents the drivers we are estimating j = {V, u}. Variance σ2
xj ,0

represents

a matrix of the variances in the j “state space”, e.g., having units of m/s for neutral

wind, transformed to state space. They can be expressed as a function of the error

in the “velocity” space using the drivers expansions from Equations 3.24 and 3.25.

We can obtain a mapping matrix for each i velocity component we estimate, where

i represents the velocity components of the ion drifts in magnetic coordinates and of

the neutral winds in geographical coordinates i = {vexb,r, vexb,θ, vexb,φ, uE, uN}:

vi = Fixi (3.29)

where the mapping matrices Fi of the ion drift components are defined in [45], and

a summary is given in Appendix A, and the matrices of the neutral winds can be

found in Appendix C. Then, the errors of each j studied term in state space σ2
xj,0

are

defined as:

σ2
xj,0

= Fj
†diag(σ2

j,0)(Fj
†)T (3.30)

where σ2
j,0 represent the variances of the background terms studied in the velocity

space. Each of the studied terms j is composed by 3 (ion drift case) or 2 (neutral

wind case) i velocity components. Fj is obtained by stacking the corresponding Fi

matrices, from Equation 3.29, and diag(σ2
j,0) is a diagonal matrix in which the diagonal

is formed by the corresponding (σ2
i,0) background errors of each velocity component.

The division of j and i terms is needed because there is only one set of coefficients

for each j term studied, but the Fi mapping matrices are defined for each velocity
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component i. The background variance of each velocity component i is defined as:

σ2
i,0 = (σ2

i,climate + σ2
i,fitting) (3.31)

where both the error of the climate model used σi,climate and the error of the fitting

used to expand the drivers σi,fitting for each of the drivers i are taken into account

and are assumed to be independent. Parameter c is a scaling factor.

Them, the time update step of the Kalman filter with the new implementation

is:

x̂t/t = x̂t/t−1 + (HTR−1H + P−1
t/t−1)−1HTR−1(z−Hx̂t/t−1) (3.32)

Pt/t = Pt/t−1 −Pt/t−1H
T (HPt/t−1H

T + R−1)HPT
t/t−1 (3.33)

Another difference with the previous case is that matrix R defined in 3.33 contains

information about the error covariance of the measurements ∂N/∂t, obtained from

the propagation of the error of the plasma density N given by IDA4D algorithm

[18] but also about the error of the ionospheric effects we are not estimating: the

production, loss, diffusion and gravity (a0). We hypothesize the covariance matrix

Ra0 of those background model terms that are not modeled and the error covariance

matrix RN of the measurements N to be independent, so that: R = RN + Ra0 .

Figure 3.2 shows the new EMPIRE configuration simplified in a data process-

ing flow chart.

In comparison to the old method, shown in diagram from Figure 2.10, the

drivers are directly estimated with the Kalman filter. Models HWM14 and Weimer,

used before to calculate the background transport terms of the IT drivers, neutral

winds a0,u and ion drifts a0,exb respectively, are no longer needed to calculate the z

array.
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Figure 3.2. New EMPIRE model with direct estimation of IT drivers described with
data processing flow chart.

In addition, to solve the system, we normalize the state by doing a non-

dimensionalization on Equation 3.21. A regularization matrix L is defined to do

this transformation. It is is a square matrix with size equal to the length of the state

vector (kexb + ku). The number of coefficients of each of the expansions, kexb for the

potential field V and ku for the neutral winds ~u, are defined by the maximum order

chosen in the drivers expansion. This step is done to assure full rank of the mapping

matrix H and avoid singularities when estimating the state x:

z = [HL]︸ ︷︷ ︸
H̄

[L−1x]︸ ︷︷ ︸
x̄

+ν (3.34)

L = diag(lexb1 , ..., lexbkexb
, lu1 , ..., l

u
ku) (3.35)
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where H̄ is the normalized mapping matrix and x̄ is the normalized state. Non-

normalized H and x are substituted by H̄ and x̄ throughout Equations 3.21 to 3.33.

For the neutral winds the order of magnitude selected to normalize is lu = 10m/s for

all the ku coefficients and for the potential field is lexb = 1kV for all the kexb coeffi-

cients. After solving the system, the not normalized state x̂t/t and its corresponding

variance Pt/t are calculated and saved, as they are used to calculate the IT drivers

using Equation 3.29.

3.3 Application of VSH to study geomagnetic storm and comparison to
previous method

The purpose of the test described here is to examine how the vector basis

improves the neutral wind estimation with respect the scalar basis used previously

in EMPIRE. We examine one storm period and estimate the neutral winds globally

using the previously-existing power series and using VSH. We compare the estimated

winds for both cases over longitude to check the continuity over the globe. Then, we

validate the results comparing the estimate to the measurements made at three sites

within the estimation region. To compare the results quantitatively we also calculate

the root-mean-square of the difference between the estimation and the measurements.

3.3.1 Method. In this section the storm analyzed and the EMPIRE configuration

for both cases are described.

3.3.1.1 Storm. The geomagnetic storm on 25 October 2011 is analyzed. One of

the reasons it was chosen is because a previous analysis using the power series was

already done in [32]. Also, there were three available sites over the globe with neutral

winds measurements to compare the estimates to.

The Dst index, that is an indicator of the magnetic activity, is shown in Figure

3.3 (a) over time. Following the classification given by [64], we consider Dst index
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Figure 3.3. (a) Dst index for October 2011 in nT. Studied time limits are indicated
with black dashed lines and beginning of geomagnetic storm time is indicated with
green dashed-dot line. (b) TEC maps over time. Terminator line is indicated with
a black solid line and local noon with dashed red line.

below -30 nT as a storm event. At the end of the previous day, 24th of October, around

22:07 UT, the index crosses this Dst value and continues decreasing, indicating the

rise of geomagnetic activity.

To observe the ionosphere conditions over this day, the TEC values at 0, 3, 6,

and 9 UT are also shown in Figure 3.3 (b). The day/night terminator is indicated with

a black solid line and it specifies local night, that is when neutral wind measurements

are available.

During this day, there were 4 FPIs (Fabry-Perot interferometers) available

that measured the neutral winds: Pisgah, Cariri, Cajazeiras and Nazca FPI. Cariri

and Cajazeiras sites (7.38S, 36.53W and 6.88S,38.56W) during this event are paired
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and were observing the same volume. Combined they can give estimations of neutral

winds at that volume, but both have data for different directions the instruments

were looking to. Both locations are close and given the EMPIRE grid resolution,

the system is not going to distinguish between these two locations, so only one the

FPI’s data will be used. The data from the Cajazeiras site is less reliable than the

Cariri site, as it was more cloudy as explained in the technical background, so in this

study only the measurements from the Cariri site are used. The TEC at this location

decreases with time.

The Nazca FPI (14.97S,74.89W) and the Pisgah FPI (35.2N, 82.85W) are also

used. At the Nazca site the TEC also decreases over the local night. The Nazca FPI

belongs to a FPI network in Perú, but for this event only the Nazca one is reliable

[93]. At the Pisgah site the TEC shows a higher peak around 3UT and then decreases.

These 3 sites, Cariri, Pisgah and Nazca, are marked in Figure 3.3 with a magenta

star, square and triangle respectively. These measurements will be used as validation

data and they will be compared to the EMPIRE estimations.

The FPI measurements are given in different LOS (line of sight) directions of

the instrument. The estimated geographic neutral winds will be projected to this LOS

direction for the comparison. For the Pisgah FPI there are measurements available in

the 4 geographic directions (north, south, east, west). At the Cariri site we have data

for only 2 LOS directions, as it was operating in a common-volume mode with the

Cajazeiras site (not used here due to cloud cover). The Nazca FPI was also operating

in the common volume mode and there are 3 LOS available. The pierce point of the

LOS is not the same as the location of the sites. The separation between the site

location and the observation pierce point at 250 km is <2.5 degrees, which is less

than the resolution of 6 degrees of our estimate. We will use the site location as the

point where we have the neutral winds data, as the grid will not distinguish between
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this point and the actual region where the measurements are available.

3.3.1.2 EMPIRE configuration. The electron density rate will be derived from

the electron density N from the IDA4D algorithm [18]. Examples of the vertically

integrated densities of the density data that are input to EMPIRE are shown in Fig.

3.3(b). The [86] model is used for the ion production a0,prod and loss a0,loss and for

the gravity a0,g and diffusion a0,dfsn effect on the parallel direction of the ion velocity.

To calculate these last two terms we use the neutrals properties characterized by the

NRL-MSISE00 model [85] and the electron and ion temperature that are provided

by the IRI model [84]. Finally, the magnetic field ~B0 is provided by the IGRF model

[59].

A global analysis is done by using a grid of magnetic colatitude θ between 3

and 177 degrees with a resolution of 6 degrees, magnetic longitude φ between -180

and 180 degrees with a step of 6 degrees and altitude h between 200 km and 500 km

with a step of 50 km, following the altitude limits set in [32]. The grid has 12810

points at each time step. The analysis period is of 11 hours starting at 0 UT on the

25th of October 2011 with 20-minute increments, because during this time there are

FPI measurements available with which to validate the estimations.

3.3.1.3 Cases. Two different cases are run in EMPIRE. In the first one, we use the

VSH derivation to estimate the neutral winds in the meridional and zonal directions,

from now on “Case VSH.” In this case, the state will be calculated with the direct

estimation described in Section 3.2. For the second case, from now on “Case PS,”

the power series expansion will be used to describe the meridional neutral wind. The

zonal direction will not be estimated using EMPIRE, as there is little observability in

this direction using the power series expansion [45]. With the vector basis function we

can expand the neutral wind projection into the magnetic field into geographic north

and east directions, while with the power expansion in the geographical directions is
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Figure 3.4. Diagram of the EMPIRE configuration and of the calculation method of
storm neutral winds for each of the studied cases.

not possible. The estimation of the zonal component with the scalar expansion will

be noisy at the points with no observability, so we use as the zonal component in

the Case PS the model HWM14 data. Another difference between the two cases is

that the state will represent a correction to the model in Case PS, as implemented in

previous work [45].

In Figure 3.4 the EMPIRE configuration is shown for each of the cases. Each

block represents the vector or matrix indicated inside. After EMPIRE is run, the esti-

mation of the neutral winds is done. The tilde notation represents the case PS, where

the correction to climate model values is calculated and the power series expansion

[32] is used to determine the mapping matrix H̃un .
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Figure 3.5. Mean (top) and standard deviation (bottom) over all grid points of the
error of the estimated neutral winds and the model HWM14 data over order lmax

of the VSH expansion at O UT on October 25. Zonal component is shown in
magenta and meridional component in green. Black dashed line represents the
values at lmax = 6.

For Case VSH the vector spherical harmonics decomposition is used to estimate

the global neutral winds uE and uN . The lmax order selected is lmax = 6, as shown

before in Figure 3.1. To select the error of the fitting needed for the Kalman filter,

defined in Equation 3.31 as σ2
uN ,fitting

and σ2
uE ,fitting

, we analyze the results of the

fitting of the expansion to HWM14 values, similar to results shown in Figure 3.1.

In Figure 3.5 the mean and the standard deviation of the residual of the fitting for

both neutral wind directions are shown over maximum degree lmax chosen. Top plot

of 3.5 represents the mean over all the grid points of the error between the neutral

winds model and the estimated values with the VSH fitting at 0 UT on October 25.

In magenta the meridional values are shown and in green the zonal direction. Both

are plotted over lmax order. Black dashed line represents the values at lmax = 6. The
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bottom plot represents the standard deviation of the error between the fitting and

the model HWM14. It is observed that the mean of the neutral wind residual is really

stable for any order of the expansion. For the zonal direction is around 55m/s and

for the meridional component around −15m/s.

In the bottom plot of Figure 3.5, the mean of the residual neutral winds is

shown over maximum order of the expansion. We can see that the values decreases

with the order lmax. Choosing a value of lmax = 6 is a good compromise between the

number of coefficients to estimate and the standard deviation of the residual error.

This error of the fitting is used to set up the background covariance σ2
uN ,0

and σ2
uE ,0

defined in Equation 3.31, for the meridional direction we use σ2
uN ,fitting

= (100m/s)2

and for the zonal direction σ2
uN ,fitting

= (130m/s)2 . The scale factor cu of this error is

set as 5, based on engineering judgment, to take into account the error in the mapping

matrix Hu itself, as it depends on the measurement N .

For the power series decomposition in Case PS, we use an order of (lmax, kmax,

pmax) = (3, 3, 3) as chosen in [32]. The configuration of the variances used for this case

are also described in [32]. For the scalar spherical harmonics fitting for the potential

field estimation V , the maximum degree is also lmax = 6, as described in [45]. The

error of the fitting to the model data was calculated for every direction and the

standard deviation of the residual error was: σ2
vexb,r,fitting

= (50m/s)2, σ2
vexb,θ,fitting

=

(110m/s)2 and σ2
vexb,φ,fitting

= (190m/s)2. Again, the scale factor cexb for this driver

is set to 5 to take into account the propagated error of Hexb due to the error of the

electron density ingested N .

Once all the orders of the expansions have been defined, the state vector size

can be determined. For case VSH it is [90×1] and [108×1] for case PS: 42 coefficients

for V and for ~u there are 48 terms in the Case VSH and 64 terms in the Case PS.
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The regularization matrix L, defined in Section 3.2, depends on the state

chosen and its size. For the neutral winds the order of magnitude selected to normalize

is 100m/s and for the potential field is 1kV . The Kalman filter that solves the

EMPIRE system also needs to be configured. In each time step, we need a first guess

of the estimated drivers. The neutral winds ~u0, used to calculate xu,0 in Equation

3.27, are provided by the Horizontal Wind Model 2014 (HWM14) [50] and the climate

ion drift ~vexb,0, used to calculate xexb,0 in Equation 3.26, is given by the [58] model.

The error of the neutral winds climate model, σ2
u,climate defined in Equation 3.31, is

set as: σ2
un,climate

= (75m/s)2 and σ2
ue,climate

= (75m/s)2, as defined in [32]. For the

ion drift, we select a σ2
vexb,climate

= (20m/s)2 at each of the directions.

The measurement covariance matrix R, used in the measurement update of the

Kalman filter in Equation 3.32, is derived from the IDA4D densities error, considering

that the measurement in our system is the finite difference electron density, and from

the errors of a0. The errors of a0 are calculated from different climate models, so

there is no error available associated. We make the hypothesis of an error of 1% of

the actual value of a0 as during storm time we are assuming that the main changes

in the ion drift are due to ion drift and neutral winds, and not due to production,

loss, gravity and diffusion, effected embedded in density rate term a0. Results with

10% are comparable to results with 1%. The time constant τ needed for the Gauss-

Markov transition in the matrix defined in Equation 2.28 is set to τ = 7200s, similarly

to previous work. The filter at any time step will “forgot” the measurements ingested

from 2 hours before.

3.3.2 Results. Neutral wind estimation for both cases over longitude is shown

in Figure 3.6 at 0:10 UT on October 25 at geomagnetic latitude 3 deg. Top plot

in Figure 3.6 represents the northward components of the winds. In red the PS

estimation is represented and in blue the VSH results. The black dashed line indicates
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Figure 3.6. Neutral wind estimation at 00:10 UT and 3 deg magnetic latitude over
magnetic longitude. Top shows meridional direction and bottom zonal direction of
neutral speed. Red represents case PS estimate and in blue case VSH is shown.
Black dashed line indicates geomagnetic longitude boundary 180 = −180 deg.

the geomagnetic longitude boundary 180 = −180 deg. We can see that the VSH in

blue is continuous over this boundary while the PS estimation in red has a gap at

this longitude. The bottom plot of Figure 3.6 represents the geographcial component

of the winds. It is observed that there is no PS estimate for this direction, as we are

not correcting this direction for this case. The blue VSH winds are continuous over

the sphere in the 180 = −180 deg boundary as expected.

VSH case is continuous over the globe as imposed with the vector spherical har-

monics expansion. To analyze how the actual values of the winds changes by choosing

the VSH case instead of the PS case, the results are compared to measurements at

the 3 FPI sites described in the previous section. The neutral winds estimation for

each of the two cases calculated by EMPIRE at the Pisgah FPI location is shown in
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(b) Neutral Winds in LOS direction:

Elevation = 45 and Azimuth = -90 deg
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(c) Neutral Winds in LOS direction:

Elevation = 45 and Azimuth = 2 deg
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(d) Neutral Winds in LOS direction:

Elevation = 45 and Azimuth = 90 deg

Figure 3.7. Neutral winds plotted over time at Pisgah location to the (a) south, (b)
west, (c) north and (d) east. Green circles indicate the measurement from the FPI,
blue indicates the value at the closest grid point to the FPI location for Case VSH
and the red for Case PS. Black dashed line indicates the HWM14 value.

Figure 3.7. The y-axis indicates the speed along the LOS direction, positive away

from the FPI. The x-axis represents the studied period of time. Each of the subplots

represents the LOS direction of the FPI instrument, given by the azimuth angle, and

(a) is south, (b) west, (c) north and (d) east. In blue the results for Case VSH are

shown, in red for Case PS and in green the FPI measurements that are used for

validation. The black dashed line is the model HWM14 values, that are corrected by

EMPIRE using the electron density rate measurements for Case PS and used as an

initial guess for Case VSH. As expected, in cases (b) and (d) the estimated speed for

Case PS in red coincides with the model values in black because the zonal component

of the wind is not being corrected for this case.

In the south LOS (a) the Case VSH estimation in blue follows the trend of the

measurements and it is within most of the error bars until approximately 7 UT, when
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the model HWM14 in black is closer to the FPI values. The Case PS estimation in

red is also close to the measurements, but doesn’t capture some of the motion of the

measurements, such as the shift to positive values around 3 UT. From 6 UT onward

both cases show similar results.

On the other hand, in the northward direction (c), we can see that both PS

and VSH cases estimate similar results. Both cases indicate a northward wind instead

of a southward wind, as HWM14 says, and the measurements say until 4 UT. From 4

UT, the measurements and both estimates are closer to each other, until 6 UT, when

the estimate for both cases diverge from the measurement values.

In the West LOS (b), it is observed that the PS Case results coincides with the

HWM14 model. This is expected as we are only correcting the meridional component

of the wind for this case. However, in the VSH Case, the zonal direction can be

estimated thanks to the vector basis, so that the projection of the results into the

West LOS doesn’t coincide with the model values. Until 3 UT the VSH estimate

follows the model trend but with a 20 m/s difference. From 3 UT to 6 UT the

estimation is really close to the model and differs from the measurements. However,

around 7 UT the VSH estimation is able to pick up the stronger westwards winds

that the measurements are indicating. From 9 UT the measurements weaken and the

VSH estimate is not able to capture it.

In the East LOS (d), the behavior of the estimate is similar to the West LOS

comparison. But at the end of the studied period, around 7 UT, the estimate VSH

is within the error bars of the measurements.

In Figure 3.8, the results at Cariri are shown. For this day, there were only

measurements from the FPI in two LOS directions. The first LOS (a) is looking in a

west-northwestward direction, given by the FPI azimuth angle of −76◦. Because the
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(a) Neutral Winds in LOS direction:

Elevation = 64 and Azimuth = -76 deg
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(b) Neutral Winds in LOS direction:

Elevation = 56 and Azimuth = -31 deg

Figure 3.8. Neutral winds plotted over time at Cariri location to the (a) west-
northwest and (b) north-northwest. Green circles indicate the measurement from
the FPI, blue indicates the value at the closest grid point to the FPI location for
Case VSH and the red for Case PS. Black dashed line indicates the HWM14 value.

zonal component is the same as the background model for the PS case, we expect the

results projected in this direction to be close to the model projection. However, the

VSH can give an estimate in the zonal direction and it is observed that it follows a

similar trend to the measurements. The first 4 hours it is able to capture the change

in the motion from negative to positive and follows closely the measurements. From

4 UT the FPI data show a decrease in the winds that any of the cases is able to

capture.

In the second direction (b), the LOS is north-northwestward. The PS results

in red, projected into the LOS, now differ more from the model values than in the

previous LOS as expected. It follows the FPI data closely until 5 UT. The estimate

for Case VSH has a similar trend to the FPI measurements after 3 UT, although again

looks delayed with respect the FPI data. For example, we can also see a decreasing
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(a) Neutral Winds in LOS direction:

Elevation = 40 and Azimuth = -72 deg
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(b) Neutral Winds in LOS direction:

Elevation = 43 and Azimuth = 15 deg
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(c) Neutral Winds in LOS direction:

Elevation = 51 and Azimuth = -33 deg

Figure 3.9. Neutral winds plotted over time at Nasca location to the (a) west-
northwest, (b) north-northeast and (c) north-west. Green circles indicate the mea-
surement from the FPI, blue indicates the value at the closest grid point to the
FPI location for Case VSH and the red for Case PS. Black dashed line indicates
the HWM14 value.

wind in this direction from 5 UT with shift from positive to negative.

In Figure 3.9, the results at the Nazca site are shown. There are 3 LOS

direction measurements available for this FPI. The measurements error bars are for

this site are larger than those of the other two sites, although from 3UT the errors

tend to be smaller than at the beginning of the studied period. In the first LOS (a),

the direction of the measurements is west-northwestward. The PS case is close to the

model, as expected, because the zonal component is the model HWM14 value. The

VSH estimation in this look direction differs more from the measurements than the

PS and model. However, it is observed that it follows a similar trend, but delayed in

time around 2 hours and 30 m/s above what the measurements indicate. We can see

this relation by comparing the negative peak of the measurements at 4 UT with the

negative peak of the VSH estimate around 6 UT.
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In the second LOS (b), the direction of the winds is mostly northward. The

VSH estimate is close to the model until 6 UT, when it starts to decrease to negative

winds. The FPI winds show until 3 UT high positive speeds, but then they decrease

following the trend of the VSH estimate. The PS estimate is also close to the FPI

values, but at the end of the period, around 8 UT, is not able to capture the more

negative speed of the neutrals.

In the last LOS direction (c) the direction of the FPI data is north-westward.

VSH in blue indicates a positive motion until 6 UT while the PS estimate in red

stays negative for almost all the period. Until 4UT the FPI values indicate a positive

velocity that the VSH also indicates. It is observed that then the FPI measurements

decrease to 0 m/s for 2 hours from 4 UT to 6 UT followed by a decrease to negative

winds. The VSH estimate has a similar behavior but delayed in time approximately

2 hours.

To compare both cases quantitatively, the root-mean-square (RMS) difference

between the EMPIRE estimates and the FPI measurements is calculated. EMPIRE

results are linearly time-interpolated to the FPI measurement times to compute the

residuals. Table 3.3.2shows the RMS of the residuals for each of the LOS directions at

each of the sites for the Case VSH, Case PS and HWM14 data. Boldtype highlights

the smallest RMS and normalized RMS for each of LOS, among the 2 cases and the

model.

It is observed in Table 3.3.2 that in the Pisgah location, the RMS for the VSH

estimation is better than the model and than the PS estimation except in the north

direction (LOS3 direction represented in Figure 3.7 (c)). In the south, east, and west

directions the RMS is reduced by 20, 7, and 7 % compared to the background model.

We can also see that the RMS in the PS case in the west and east direction (LOS2

and LOS4 directions represented in Figure 3.7 (b) and (d)) is the same as the model
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Table 3.1. RMS error in m/s between EMPIRE estimate for case VSH, case PS and
model HWM14 and FPI measurements at Pisgah, Cariri and Nasca.

RMS

(m/s)

Pisgah

S

Pisgah

W

Pisgah

N

Pisgah

E

Cariri

WNW

Cariri

NNW

Nasca

WNW

Nasca

NNE

Nasca

NW

VSH 48 42 177 56 18 17 56 30 38

PS 48 49 174 60 19 16 36 29 39

HWM 61 49 124 60 20 21 38 32 40

RMS, because we are not correcting the zonal direction for this case. Using VSH

allows EMPIRE to have an estimate of the zonal component, that in the case of

Pisgah, improves the RMS of the neutral winds compared to the FPI measurements.

In the north direction (LOS3 direction represented in Figure 3.7 (c)) the RMS of the

model is better than any of the EMPIRE estimations, but all of them exceed 100

m/s.

The analysis in this work has been done assuming the FPI measurements as

our truth reference, but the measurements have been shown to contain an atmospheric

scattering component, as explained by [54], in which they say errors up to 400 m/s

can be reached during storms in the neutral wind measurements. Looking at the

brightness of the samples, not shown here, the North LOS at Pisgah looks the most

trustworthy and the South the least trustworthy. EMPIRE is not able to capture the

southward surge seen in the data in Figure 3.7 (a) from 0-5 UT. The strong southern

winds are likely a TAD (traveling atmospheric disturbances) from sudden heating in

the storm [70]. EMPIRE might not be able to capture it because the time resolution

used, 20 minutes, is too large compared with the disturbance.

At Cariri site, there is a 10− 20% reduction in the RMS using EMPIRE over

the model. In both directions, the RMS for Case PS and Case VSH are similar. This

indicates that using the VSH gives us similar results to that of PS, but allows the
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system to be global and to have zonal estimations.

Finally, for the Nasca site, we can observe that the estimation of Case VSH

is closer to the FPI measurements than the model and the Case PS for only the last

LOS northwest, represented in Figure 3.9 (c). However, the RMS residual for the

second LOS, plotted in Figure 3.9 (b), is really similar to the PS case. Finally, in the

direction west-northwest, shown in Figure 3.9 (a), the VSH estimate is worse than

both the model HWM14 and the PS results. However, Nasca is the site whose FPI

measurements have one-sigma errors of about 75-100 m/s until 3UT, which encom-

passes the VSH estimates much of the time. These high errors are also coupled by

a weaker intensity of the samples, not shown in this study, so they are less reliable.

It may be originated by a penetration electric field during this storm, that lifts the

plasma increasing the F-region peak. At higher altitudes the recombination rate de-

creases which reduces the brightness of the sample and the SNR (Signal to Noise

Ratio) of the FPI data. Consequently, it is followed by an inflation of the uncertain-

ties over this site. Later in the night, changes in the speed is generally attributed to

the disturbance dynamo, which is driven by enhanced energy deposition into the high

latitude ionosphere, as explained by [94]. This effect has a bigger time scale allowing

the FPI sample to be clearer and smaller errorbars.

The normalized RMS with respect to the FPI measurements is also calculated,

to help interpret the results. The normalized RMS errors are shown in Table 3.3.2.

It is observed that the trend of most of the cases is similar to the not normalized

RMS previously analyzed. At Pisgah, the West LOS estimate in this analysis is better

for the PS case and the climate model HWM14 case than the VSH case. However, in

[54] they explain that the east LOS is more reliable than the west looking direction

and in the East LOS the normalized RMS still indicates a better agreement between

the measurements and the VSH case.
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Table 3.2. Normalized RMS error with FPI measurements between EMPIRE estimate
for case VSH, case PS and model HWM14 and FPI measurements at Pisgah, Cariri
and Nasca.

Normalized

RMS

Pisgah

S

Pisgah

W

Pisgah

N

Pisgah

E

Cariri

WNW

Cariri

NNW

Nasca

WNW

Nasca

NNE

Nasca

NW

VSH 5.4 1.4 6.7 0.5 2.2 53.9 12.6 3.7 478.2

PS 8.6 0.9 5.2 0.7 1.1 3.7 26.6 2.8 273.8

HWM 9.5 0.9 4.2 0.7 1.2 26.4 21.0 5.8 51.7

At Cariri, in both LOSs the normalized RMS indicates that the PS case is in

better agreement with the measurements than the VSH case or the climate model.

In the first LOS, represented in Figure 3.8a, from approximately 0 to 2 UT, the PS

estimate agrees with the measurements better and from 2 to 4 UT the VSH case is

observed to follow the trend better. There is negative motion from 5 to 7 UT that

neither of the estimates or the climate model is able to capture, but the PS estimate

is closer to the values than the VSH estimate, improving the total calculated RMS.

At Nasca, the normalized RMS at the first LOS, WNW represented in Figure

3.9a, indicates a better agreement of the VSH estimates out of all the cases with the

measurements than the non normalized RMS. However, at the last LOS, represented

in Figure 3.9c, the best agreement given by the normalized RMS with the measure-

ments is the HWM output. The normalized RMS is really large for both EMPIRE

estimates in this direction. It may be because the measurements at this LOS, which

are the values used to normalize the residual between the estimations and the mea-

surements, were close to 0 m/s between 4 and 6 UT, increasing the normalized RMS

errors to high values.

3.3.3 Conclusions. Neutral winds have been estimated with EMPIRE using a

vector spherical harmonics expansion and a geomagnetic storm was studied globally

during the 25th of October 2011. The use of the vector spherical harmonic expansion
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allows the winds to be global and consistent in every direction. The vector basis also

permits estimation in all directions and to be independent of the coordinate system

used in the algorithm. Validation of the results was done by comparing them to FPI

measurements at three different locations. A study of the RMS of the difference of

the estimations and the measurements was also done.

As seen in the results and in the RMS values, in the majority of the LOS of

the 3 sites the global vector spherical harmonics estimation is slightly better than

the previous method and than the model when compared to the FPI values. In the

Cariri site in both LOS studied (west-northwest and north-northwest) and in Nasca,

specially in the north-west and north-northeast directions, the VSH results are able to

follow the trend of the FPI measurements better than the model and the PS results.

The northward direction of the FPI in Pisgah is the only LOS in where the model

HWM14 behaves better than the EMPIRE estimations and this disagreement might

be due to a bigger time scale used in EMPIRE than the ionospheric dynamics scale.

Doing a VSH estimation with EMPIRE gives similar results to the previous

method utilized, although in some regions is better. However it allows EMPIRE to be

a global system and be continuous over the whole region. A global basis also allows

the ingestion of global measurements of neutral winds, like ICON measurements.

The vector basis also has the advantage of allowing an estimation in any direction

while the scalar basis functions was limited to the meridional direction. In the Pisgah

comparison of the east and west LOS we can observe this limitation of the PS method.

Vector basis self-consistency will also allow a better estimation of neutral winds in

a region when ingesting FPI measurements in a different point, as the vector basis

enables a relationship between all the points. Investigation of storms ingesting FPI

and ICON measurements will be shown in Chapters 5 and 6.
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CHAPTER 4

QUANTIFICATION OF REPRESENTATION ERROR IN EMPIRE
ESTIMATION

The governing equation in EMPIRE is the ion continuity equation of the ion-

ized atomic oxygen (O+) as this ionized species primarily dominates the F layer

ionosphere. The EMPIRE observation equation is a simplification of the behavior

that doesn’t include chemistry or momentum and energy physics of the plasma. This

reduction of the physics to the ion continuity equation will introduce a representation

error in the algorithm.

The objective is to analyze how well EMPIRE is able to predict the global iono-

spheric drivers by reducing the observation operator to the ion continuity equation. A

perfect representation of the ionosphere to use as comparison to study the representa-

tion error and to be considered as our “truth” does not exist. In this contribution, we

use a self-consistent source that feeds both climate models and measurements data

that EMPIRE needs to the algorithm and we will use a climate model as if it were,

and it will be considered as our “truth”. Comparing the results to the chosen self-

consistent model, we see how well the EMPIRE simplification of considering only the

ion continuity equation captures the dynamics. This comparison analysis and repre-

sentation error characterization help us understand the strengths and limitations of

the data algorithm and is used in future runs.

The self-consistent physics model that we use is the SAMI3 (Sami3 is Also a

Model of the Ionosphere) algorithm [49], developed at the Naval Research Labora-

tory (NRL). SAMI3 models the ionosphere by solving the continuity and momentum

equations of seven different ion species (H+, He+, N+, O+, NO+, N2+ and O2+)

and the energy equations of three of them (H+, He+ and O+).

Section 4.1 discusses the different error sources considered for this study. Sec-
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tion 4.2 describes the data used to run the EMPIRE algorithm as well as the configu-

ration parameters for EMPIRE. EMPIRE analysis of the results are shown in Section

4.3. Section 4.4 presents a brief summary of the main conclusions.

4.1 Error discussion

The representation error, which we want to characterize for the data assimi-

lation algorithm EMPIRE, comes from the discrepancy between the true observation

Hx and what the data assimilation algorithm estimates Hx̂:

ε = Hx̂−Hx (4.1)

ε is defined in the observation space, electron density rate-space, but can be translated

to velocity space:

εv = v̂EMPIRE − vSAMI3 (4.2)

Using a self-consistent source for both the model background values and the measure-

ments of electron density that EMPIRE needs allows us to study and characterize

the representation error of choosing the EMPIRE simplified model to represent the

ionosphere. Our “truth” is known and the representation error can be characterized

by comparing the estimates to the original ingested self-consistent source.

Another error that comes into play in the EMPIRE formulation is the obser-

vation R covariance error that characterizes the observation error ν from Equation

3.20. It takes into account both ∂N
∂t

and a0 terms forming the observation vector z.

We hypothesize the covariance matrix Ra0 of those background model terms that are

not modeled (e.g. production, loss, gravity and diffusion) and the error covariance

matrix RN of the measurements N to be independent, so that: R = RN + Ra0 . The

covariance matrix of the background transport terms, Ra0 , is assumed to be a diag-

onal matrix with the square error of the a0 term at each grid point. The covariance
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matrix of the electron density rate ∂N/∂t, defined as RN, is obtained by propagating

the error of the N electron density observations as defined in [32].

On the other hand, the dynamic system used in EMPIRE has an associated

process noise wt/t, defined in Equation 3.22 and characterized by the process co-

variance error Wt. The covariance Wt depends on the variances of the background

velocity components σ2
i,0, as shown throughout Equations 3.28 to 3.30, which are de-

fined in Equation 3.31 as a function of a fitting error σi,fitting, a climate model error

σi,climate and a scale factor ci.

4.2 Method

The goal of this study is to quantify the distribution means µi,fitting and stan-

dard deviations σi,fitting of Equation 3.31 and to quantify the representation error in

the velocity space εv in Equation 4.2.

The fitting error is needed to calculate the process noise wt/t from Equation

2.27. The climate model used as background in EMPIRE is considered as our “truth”

in this work, as we want to be able to characterize the representation error of algo-

rithm. Thus, the error associated with the climate model is set as σi,climate = 0 for

all of the drivers.

Then, we determine the fitting error of each of the drivers σ2
i,fitting from Equa-

tion 3.31 by fitting the drivers to the background model values: SAMI3 for the ion

drifts and HWM14 for the neutral winds. Equation 3.29 is solved for all i drivers for

the maximum expansion order chosen lmax at a specific time:

x̂i,fitting = Fi
†vi,SAMI3 (4.3)

Then the estimated fitted drivers are calculated using Equation 3.29 again and they

are compared to the background model values to define the fitting variance for each
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driver:

σi,fitting = std(Fix̂i,fitting − vi,SAMI3) (4.4)

The self-consistent source used to estimate the representation error εv of EM-

PIRE in this study is SAMI3. SAMI3 uses the [86] model for the ion production

and lossand for the gravity and diffusion effect on the parallel direction of the ion

velocity. The magnetic field is provided by the IGRF model and the electric field is

solved with a potential solver derived from current conservation [87], [88]. The ion

drift is calculated self-consistently with the solved perpendicular electric field in the

low to mid-latitude region of the ionosphere. At high latitudes, SAMI3 uses the [58]

model. The neutral winds are obtained from the HWM14 (Horizontal Wind Model)

[50]. The neutral properties are characterized by the NRL-MSISE00 model [85]. The

continuity and momentum equations of seven different ion species (H+, He+,N+,

O+, NO+, N2+ and O2+) and the energy equations of three of them (H+, He+ and

O+) are used to represent the ionosphere.

A quiet day case is selected for this study because the electron density rate

∂N
∂t

derived from the model SAMI3 electron density values N is more accurate than

during storm time [95]. EMPIRE inputs need to have the smallest possible error so

the disagreement between its estimations and SAMI3 is mainly due to the EMPIRE

model itself. The day we study is August 25, 2018. The Ap index, which is an input

to SAMI3, is shown in Figure 4.1. Given the classification by [96], a quiet-minor

event corresponds to an Ap index between 0− 20 nT while indices from 30− 50 nT

corresponds to a moderate storm. The Ap index reaches values higher than 20 nT

between 17 UT and 18 UT, and after the index starts to increase, indicating that

the geomagnetic storm starts to develop. From 21 UT, the index reaches the 30 nT

threshold and on the 26th at 0 UT increases significantly. We consider as storm time

after 18 UT, on the supposition that SAMI3 will not provide inputs as representative
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Figure 4.1. Ap index for August 2018 in nT. Studied time limits are indicated with
black dashed lines and the beginning of geomagnetic storm time is indicated with
green dashed-dot line.

of reality to EMPIRE when geomagnetic activity is present. However, our study

period will go from 0 UT on the 25th to 0 UT on the 26th, to check if the estimation

differs more from the model SAMI3 during storm time, as might be expected.

We run EMPIRE to compare the driver estimations to SAMI3 true values.

SAMI3 values of the electron density N will be used as the pseudo-measurements

in the data assimilation algorithm. The electron density N from SAMI3 is then

finite differenced to obtain the electron density rate ∂N
∂t

, that EMPIRE ingests. Also,

in EMPIRE we use the same background models that SAMI3 uses to make all the

sources that EMPIRE ingests consistent with SAMI3. [86] model is used to specify the

production, loss, gravity and diffusion effects (aloss,0, aprod,0, ~vg,0 and ~vdfsn,0). IGRF

model is used to describe the magnetic field ~B0. The neutral properties will be given
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Figure 4.2. Block Diagram of SAMI3 and EMPIRE.

by the NRL-MSISE00 model as in SAMI3. However, the electron and ion temperature

will be provided by the IRI model, insteadof by the SAMI3 output values, as they

were not available for the chosen case. It has been checked (not shown) that the

EMPIRE system is not really sensitive to a change in these temperatures, so using

IRI instead of SAMI3 will not change the EMPIRE estimation. A block diagram of

how SAMI3 works and how it is coupled to EMPIRE is shown in Figure 4.2. The

results of the estimated drivers with EMPIRE, ion drift ṽexb and neutral winds ũ

will be compared to the SAMI3 values to assess mean and standard deviation of the

representation error of EMPIRE.

A global analysis is done by using a grid of magnetic colatitude θ between 3

and 177 degrees with a resolution of 6 degrees, magnetic longitude φ between -180
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and 180 degrees with a step of 6 degrees and altitude h between 200 km and 650 km

with a step of 50 km. The grid has 12810 points at each time step. The analysis

period is of 24 hours starting at 0 UT on 25 August 2018 at 20-minute increments.

To estimate the global neutral winds uE and uN , a vector spherical harmonics

decomposition is used. The number of terms of the decomposition is limited by the

maximum degree selected lmax = 6. For the scalar spherical harmonics fitting for the

potential field estimation V the maximum degree is also lmax = 6, as described in

[45]. The state vector size for each of the cases is [90× 1]: ku = 48 coefficients for ~u

and another kexb = 42 terms for V .

In each time step, we need a first guess of the estimated drivers x0,t+1/t and

x0,t/t, defined in Equation 2.27. SAMI3 values of the ion drift will be used as the

background drift used in EMPIRE ~vexb,0. The neutral winds background values ~u0

will be given by the HWM14 model, just as SAMI3 utilizes. This choice makes all

the inputs of EMPIRE essentially self-consistent with each other. The corresponding

background state is obtained by using Equation 3.29. The time constant value of the

Kalman filter from Equation 2.29 is chosen to be τ = 2 hours.

The observation covariance of the background transport terms Ra0 is obtained

by making the hypothesis of an error of 1% of a0 to calculate the error of a0. This

small percentage is chosen because the model is considered as the truth to EMPIRE,

so a small error in the inputs allows us to study how well EMPIRE itself is modeling

the ionosphere. The observation covariance matrix RN of the electron density rate is

obtained by propagating the density N error. The electron density N is given by the

model SAMI3, used in this work to assess the representation error. [97] did a study

case of the uncertainties of the SAMI3 electron densities compared to measurements

and established that they are less than 25 %. Based on this, a hypothesis of an error

of 20% of N is made without considering any correlation between individual errors.
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They can be correlated in space, but their quantitative estimates are difficult and will

increase the computational time of the filter. The measurement errors are distributed

diagonally in the error covariance matrix of the electron density.

Once the filter is configurated as described, the state is estimated with EM-

PIRE at each time step and the estimated neutral winds and ion drifts are obtained

at every grid point for the desired period of time. To study the representation er-

ror of the ion drifts, we will compare our results to the SAMI3 drift output. The

perpendicular-to-the-magnetic-field zonal and meridional components are going to be

studied. The zonal averaged difference between the estimation and SAMI3 values of

the 2 components, perpendicular meridional ε̄vexb,⊥m and zonal ε̄vexb,⊥z to the magnetic

field line direction, will be shown over time and magnetic latitude at an altitude of

250 km. This height is chosen to be consistent with previous analysis using EM-

PIRE, shown in previous Chapter 3, in which neutral winds results are compared and

validated to FPI (Fabry-Perot interferometer) values at this altitude.

To study the neutral winds representation error we will compare our results to

the HWM14 model, as it is the neutral wind input that SAMI3 uses. The geographic

zonal and meridional directions are analyzed using the zonal mean difference between

the estimation and SAMI3 values (that uses HWM14), of the 2 components ε̄uE and

ε̄uN . They will also be calculated at the same altitude of 250 km. The zonally

averaged difference for all of the terms will be calculated at each time and magnetic

colatitude as:

ε̄v(θ; t) =
1

nφ

φ=180∑
φ=−180

εv(θ, φ; t) (4.5)

where εv is the representation error in the velocity space defined in Equation 4.2 and

the magnetic longitude step is 6 degrees and nφ is the number of magnetic longitudes

used in the EMPIRE grid, nφ = 61.
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The mean and standard deviation of the difference between the estimation of

each of the components of the drivers and the model SAMI3 will also be calculated

to assess the representation error of EMPIRE. They will be calculated over magnetic

latitude by taking the mean µε(θ) and the standard deviation σε(θ) over longitude

and during quiet time:

µε(θ) =
1

nφ + nqtimes

t=18UT∑
t=0UT

φ=180∑
φ=−180

εv(θ, φ; t) (4.6)

σε(θ) = (
1

nφ + nqtimes

t=18UT∑
t=0UT

φ=180∑
φ=−180

[εv(θ, φ; t)− µε]2)1/2 (4.7)

where nqtimes is the number of step times during quiet time nqtimes = 55 because the

step of the time summation is 20 minutes.

Finally, we will compare the representation error εv to the estimated error

σ̂x, contained in the estimated covariance matrix σ̂2
x = diag(Pt/t). The error is

transformed to the corresponding velocity space σ̂2
i using the mapping matrices from

Equation 3.29. The mean µσ of the error is calculated over time and longitude,

similarly to the methodology in Equation 4.6:

µσ(θ) =
1

nφ + nqtimes

t=18UT∑
t=0UT

φ=180∑
φ=−180

σ̂i (4.8)

4.3 Results

To characterize the process noise wt, the fitting variance σi,fitting is analyzed

as described in the previous section. The standard deviation value of the residual

error between SAMI3 and the fitted drivers averaged over all grid points j is plotted

over lmax for all the i drivers in Figure 4.3a.

Figure 4.3a shows the standard deviations for each of the i drivers over the

maximum degree lmax chosen for the expansion: uN in green, uE in magenta, vexb,r in
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Figure 4.3. Standard deviation in (a) velocity-space and (b) density rate-space over
all grid points of the error between the estimated drivers and the SAMI3 data over
order lmax at 0:10 UT on August 25, 2018. In (a) the neutral wind zonal component
is shown in magenta, the neutral wind meridional component in green, the ion drift
magnetic up in orange, magnetic south in purple and magnetic east in cyan. In
(b) the transport term corresponding to neutral winds is shown in blue and to the
ion drifts is shown in red. The black dashed line represents the values at lmax = 6.



80

orange, vexb,θ in purple and vexb,φ in cyan. It is observed that the standard deviation

of the fitted drivers decreases when the lmax increases as expected for a fitting for the

neutral wind components. For the ion drift components, the decrease of the residual

with lmax is not that clear. This may be because the selected time for the fitting is a

quiet period, as seen in Figure 4.1. The ion drift absolute values are not that high and

the order of the fitting does not affect the fitting. However, the expected tendency of a

decrease of the residual with order for these drivers is observed for other studied times.

In Chapter 3 during a storm time, this tendency was observed, although it is not

shown in this dissertation. For lmax = 6, as selected previously in [32], the following

standard deviations between the fitting estimations and the background model values

are obtained for the ion drift: σ2
vexb,r,fitting

= (20m/s)2,σ2
vexb,θ,fitting

= (30m/s)2 and

σ2
vexb,φ,fitting

= (10m/s)2, where each one represent one of the components of the ion

drift vector. For the neutral winds and the same maximum lmax = 6, as selected in

previous Chapter 3, the standard deviations between the estimated fitting wind and

the HWM14 model are σ2
uN ,fitting

= (60m/s)2 and σ2
uE ,fitting

= (50m/s)2.

The mean of the fitting error was also studied for different order lmax, although

it is now shown here. For the fitting of the ion drifts to SAMI3 drifts, the mean of

the residual of the fitting for lmax = 6 were approximately 8m/s, 0m/s and 4m/s for

the magnetic up r̂, magnetic south θ̂ and magnetic east φ̂ respectively. In the neutral

winds study, the mean of the residuals for lmax = 6 was around 8m/s for both the

zonal and the meridional direction. A non-zero mean error is denominated systematic

error and to consider it in the Kalman filter solver a bias parameter would need to

be introduced in the state vector. However, we make the assumption of zero-mean in

the process noise wt, so we do not consider these mean values of the fitting error.

EMPIRE estimates the drivers in electron density rate space, or observation

space, as described in Equation 2.9. The corresponding ai,fitting value for each of
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the i drivers can be calculated after doing a fitting to SAMI3 values using Equation

2.9. Figure 4.3b shows the standard deviation in the density rate space for each of

the i drivers over the maximum degree lmax chosen. It is calculated by comparing

the transport term ai,fitting of each of the estimated drivers with its corresponding

SAMI3 value ai,SAMI3. Results for au are indicated in blue and aexb in red. In the elec-

tron density rate-space, the standard deviation of the fitting does not monotonically

decrease with the increase in the number of coefficients given by lmax.

To characterize the representation error ε, we study the difference between

EMPIRE and SAMI3 outputs over time over the whole global region and we also

study the dependence of the results with latitude, as the dependence with longitude

has been shown to be less relevant in analysis of the results not shown here.

Figure 4.4 shows the zonally averaged ion drift difference ε̄v in the perpendic-

ular meridional direction (a) and in the perpendicular zonal direction (b) between

EMPIRE results and SAMI3 “true” values, defined in Equation 4.5. The perpendicu-

lar zonal direction coincides with the magnetic φ̂ direction. Positive values, in yellow,

indicate that the estimation is higher than the model values. On the other hand,

negative values in blue indicate an underestimate estimation compared to the SAMI3

values. The parallel ion velocity is not shown, as we have made the hypothesis that

the ion drift is only seen in the perpendicular to the magnetic field direction. They

are plotted over time for the whole day on 25 August 2018 and we consider quiet time

until 18 UT, when the Ap index indicates geomagnetic activity.

The estimation in the perpendicular meridional direction, shown in the Figure

4.4a, is close to the model SAMI3 values, as the error is close to 0 m/s in almost all

region. We can see a higher disagreement close to the magnetic poles and also close

to the magnetic equator over time. From 0 UT to 12 UT, in the northern hemisphere

EMPIRE tends to overestimate the perpendicular meridional component and in the
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Figure 4.4. Zonally averaged error between ion drifts EMPIRE estimation and SAMI3
values in the perpendicular (a) to meridional and to (b) zonal direction plotted over
time.
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southern hemisphere it tends to underestimate it. From that time, the contrary is

observed. In the perpendicular zonal direction, Figure 4.4b, the error is also small in

almost all latitudes and times. We can see a higher disagreement at the high latitudes,

especially in the southern hemisphere. The small order of magnitude of the errors

may also be because the ion drifts during quiet times at lower latitudes are not that

high.

EMPIRE estimates the neutral winds contribution to the electron density

change simultaneously with the ion drifts. Figure 4.5 shows the zonally averaged

error of the neutral wind in comparison with the model SAMI3 values over time

and over magnetic latitude. Figure 4.5a shows the geographic meridional direction

and Figure 4.5b the geographic zonal component of the neutral speed. The vertical

component of the vector is assumed to be zero in EMPIRE, so it is not shown.

For both directions, meridional and zonal in Figure 4.5a and 4.5b respectively,

at mid and high latitudes the EMPIRE estimations differ from SAMI3 more. In the

meridional direction, Figure 4.5a, Around 18UT at all latitudes the error starts to

increase and a step is visible in the plot. In both hemispheres the high error starts to

span to lower latitudes. This may correspond to the developing of the geomagnetic

storm around 18 UT, as we showed in the Ap index in Figure 3.3b, that is an input

to SAMI3. Because SAMI3 is a model, the electron density output of SAMI3 can

be underestimated [95] during geomagnetic storms while it has been analyzed that

SAMI3 performs quite well in in comparison to daily averaged global measurements

[98]. In the zonal direction, shown in Figure 4.5b, from 18 UT an increase of the error

at low and mid latitudes that may correspond with the beginning of the geomagnetic

storm is also visible.

We also observe that at some times when one of the neutral wind components

is overestimated, the other component is underestimated. An example of this is
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Figure 4.5. Zonally averaged error between neutral winds EMPIRE estimation and
SAMI3 (HWM14) values in the (a) geographical meridional and (b) zonal direction
plotted over time.
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observed close to the poles between 6 UT to 10 UT around −60 deg latitude, where

the zonal error is negative (blue) while the meridional error is positive (yellow). This

might be influenced by the estimation of the expansion in the density rate space. The

divergence of the neutral wind vector is what EMPIRE estimates, so some accuracy

might be lost when processing the results from the density rate space to the neutral

winds space.

To obtain an order of magnitude of the errors by latitude, the mean and the

standard deviation of the error averaged over longitude and over the quiet time (from

0 UT to approximately 18 UT) is computed. Figure 4.6a shows the results of the

mean error over latitude for the ion drifts in the perpendicular meridional (purple)

and zonal (cyan) direction and for the neutral winds in the geographical meridional

(green) and zonal (magenta) direction and Figure 4.6b shows the standard deviation.

The mean µε of the residual ε, in Figure 4.6a, is close to 0 m/s at low and

mid-latitudes for all of the estimated drivers. We can see that at high latitudes,

from about 60 deg and −60 deg, the mean of the neutral winds components, zonal in

magenta and meridional in green, increases up to 50− 60 m/s.The mean of the error

the ion drift estimations, perpendicular meridional in purple and perpendicular zonal

in cyan, also increase at higher latitudes but only up to 20 − 25 m/s. Close to the

magnetic equator the ion drift perpendicular meridional component estimation also

increases, as observed also in Figure 4.4.

In Figure 4.6b, the standard deviations of the residuals are shown. The per-

pendicular meridional direction, in purple, is about 20 − 25 m/s for low and mid

magnetic latitudes, approximately up to 70 degrees. For perpendicular zonal the

standard deviation in cyan reaches values of 10 m/s at these low and mid latitudes.

The fitting error imposed in the Kalman filter to these drifts were set in Section 4.2

as σ2
vexb,r,fitting

= (20m/s)2, σvexb,θ,fitting = (30m/s)2 and σvexb,φ,fitting = (10m/s)2.
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Figure 4.6. (a) Mean and (b) standard deviation of residual between EMPIRE esti-
mation and SAMI3 values averaged over longitude and quiet time for the ion drifts
in the perpendicular meridional (purple) and zonal (cyan) direction and for the
neutral winds in the geographical meridional (green) and zonal (magenta) direc-
tion plotted over magnetic latitude.
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The perpendicular zonal direction coincides with the magnetic φ̂ direction.

The standard deviation of the residual in this direction has the same order as the

fitting error. The perpendicular meridional direction depends on the inclination angle

I, that describes the angle between the geomagnetic field and the Earth surface.

The error will be a combination between the magnetic r̂ and θ̂ direction. Thus,

the standard deviation of error in this direction is similar to the variance of the

fitting imposed in the Kalman. This indicates us that the representation error of this

component is mainly due to a fitting error from using the mapping matrix.

However, at higher latitudes, both the meridional and zonal standard devia-

tion increase to higher order of magnitudes, about 1000 m/s for the perpendicular

zonal and 70 m/s for the perpendicular meridional direction. The expansion used to

estimate the potential field, described in [45], models the electric potential as con-

stant along a dipole magnetic field line. This hypothesis becomes inaccurate around

geomagnetic latitudes of 60−70 degrees, when L-shell reaches values of 10 [45]. Also,

the magnetic field lines at high latitudes are “open”, not represented in the dipole

model. The increasing error in the EMPIRE estimations with respect to the model

SAMI3 around these magnetic latitudes may be due to this hypothesis not being true

in these locations.

The neutral wind standard deviation of both meridional and zonal direction

residuals, in Figure 4.6b in green and magenta respectively, at high latitudes increase

with respect to the rest of the latitudes, to approximately 100 − 150 m/s. At low

latitudes, up to 20 deg, the meridional standard deviation in green is smaller than

in the zonal direction, about 40 m/s. At mid latitudes, it is about 60 m/s. The

zonal deviation, in magenta, at low and mid latitudes is around 50 − 60 m/s. It

is also seen that close to the magnetic equator the meridional error decreases while

the zonal one increases a similar value, accentuating the fact that the estimation of
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both components are connected. The variance imposed in the Kalman filter in the

process noise due to the fitting for the neutral winds were σ2
uN ,fitting

= (60m/s)2 and

σ2
uE ,fitting

= (50m/s)2. The meridional and zonal residual at low latitudes decreases

with respect to the fitting error, and at mid latitudes is about the same. This means

that at low and mid latitudes the representation error of the neutral winds estimation

of the data assimilation algorithm is mainly due to the use of the mapping matrix.

The higher error of the neutral winds at high latitudes might be affected by the high

error of the ion drifts at these latitudes. The assumption used for the calculation

of the ion drifts of electric potential being constant along the dipole magnetic field

becomes inaccurate from latitudes around 60 − 70 deg and poleward. If EMPIRE

is attributing a high change in the electron density rate due to the ion drifts, but

what is really ingested is smaller, then to compensate it EMPIRE attributes a high

contribution due to the neutral winds. Also, some error at high latitudes might be

due to not considering the auroral production as a source of electron density in the ion

continuity equation in Equation 2.9. Another additional source of error may be due

to the observation error not being exactly zero, as the error of the ingested SAMI3

electron density N was defined to be 1% of the value.

To have a sense of the order of magnitude of the residual, the mean and stan-

dard deviation are normalized with the climate model values. Figure 4.7a shows the

results of the mean relative error over latitude for the ion drifts in the perpendicular

meridional (purple) and zonal (cyan) direction and for the neutral winds in the ge-

ographical meridional (green) and zonal (magenta) direction and Figure 4.7b shows

the standard deviation.

It is observed that the mean of the relative residual in Figure 4.7a follows

a similar trend as the one described for the non normalized results in Figure 4.6a.

For the normalized standard deviation results, shown in Figure 4.7b, the normalized



89

-80 -60 -40 -20 0 20 40 60 80

Magnetic latitude (deg)

-50

0

50

100

(a) Mean of relative residual between EMPIRE and SAMI3

over longitude and over times: 25/00:10 and 25/17:50 (dd/HH:MM) UT

Neutral wind meridional error

Neutral wind zonal error

Perpendicular to meridional ion drift error

Perpendicular to zonal ion drift error

-80 -60 -40 -20 0 20 40 60 80

Magnetic latitude (deg)

0

500

1000

1500
(b) Standard deviation

Neutral wind meridional error

Neutral wind zonal error

Perpendicular to meridional ion drift error

Perpendicular to zonal ion drift error

Figure 4.7. (a) Mean and (b) standard deviation of relative residual between EMPIRE
estimation and SAMI3 values averaged over longitude and quiet time for the ion
drifts in the perpendicular meridional (purple) and zonal (cyan) direction and
for the neutral winds in the geographical meridional (green) and zonal (magenta)
direction plotted over magnetic latitude.
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Figure 4.8. Estimated variance in velocity space averaged over longitude and quiet
time for the ion drifts in the perpendicular meridional (purple) and zonal (cyan)
direction and for the neutral winds in the geographical meridional (green) and
zonal (magenta) direction plotted over magnetic latitude.

standard deviation of the meridional wind error is higher than any of the others

components at low and mid latitudes, indicating a higher disagreement between the

EMPIRE estimates and the SAMI3 values. This may be because the meridional winds

SAMI3 values are small and are dividing the residual, increasing the relative error.

At high magnetic latitudes, the standard deviation of the drivers increases too.

For all the estimated velocity components, the covariance error matrix Pt/t,

from Equation 3.33, is analyzed by studying the mean of the estimated error over

longitude and time µσ, from Equation 4.8. Results are shown in Figure 4.8 for the

ion drifts in the perpendicular meridional (purple) and zonal (cyan) direction and

for the neutral winds in the geographical meridional (green) and zonal (magenta)

direction.

The variance of the estimated velocity components, for geographic zonal and
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meridional neutral winds and perpendicular meridional and zonal ion drifts, is small

for all geomagnetic latitudes. Neutral meridional and zonal variance are almost the

same, so the green meridional is not seen in Figure 4.8. From Equation 3.33, it

is observed that the estimated covariance matrix depends on the forecast covariance

matrix Pt/t−1 and on a second term that contains the observation covariance matrix R.

The forecast covariance matrix, defined in Equation 3.23, is small. It depends on the

background variance, σ2
i,0 = σ2

i,fitting+σ2
i,climate, and we have assumed that the climate

contribution is negligible. On the other hand, the observation covariance matrix R,

that is calculated using the errors of the electron density N and the electron density

terms not estimated a0 (production, loss, diffusion and gravity), is also small. We are

assuming that SAMI3 is the “truth” so that the errors of its outputs are hypothesized

to be small. Both contributions have the same order so the resultant time updated

covariance matrix Pt/t−1 contains small variances too and consequently so does the

error of the estimated velocities at each grid point over time. The estimated variance

is smaller than the representation error for all the velocity terms studied, but they do

not need to be the same in the corresponding space [44], that is why it is important

to study it separately.

4.4 Conclusions

We have conducted a study to quantify the representation error in EMPIRE

estimation of ionospheric drivers during quiet time. Neutral winds and ion drifts have

been estimated with EMPIRE ingesting all inputs, usually measurements and back-

ground model data, from the same self-consistent source. SAMI3 is the background

model used for this analysis as well as the observation source, and truth comparison.

The goal has been to analyze the uncertainties of the EMPIRE model: study how

precise the model is in estimating the ionosphere with just the ion continuity equation

from O+, compared to a more complete ionospheric model, SAMI3.
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We investigated the ionosphere behavior during a quiet day on 25 August

2018, so that all the inputs in EMPIRE are self-consistent with SAMI3. The results

from EMPIRE have been compared to SAMI3 model values, as the estimated results

were expected to be close to the SAMI3 results. The representation error of each of

the drivers is analyzed. We show that EMPIRE is able to estimate the neutral wind

and ion drifts with smaller errors at low and mid geomagnetic latitudes. We also

show that the representation error of EMPIRE has a similar order of magnitude to

the fitting error from the mapping matrices used. The simplification of only using

the ion continuity equation is good enough as the main component of the represen-

tation error is due to the fitting done to model the neutral winds and potential field

with basis functions. The estimated variance being small agrees with the Kalman

filter formulation and the hypothesizes done for this study. It does not contain the

representation error, that is why it is important to do this study and analyze it sep-

arately.We conclude that during storm time this error analysis works less well as the

estimation values for both drivers differs from the model SAMI3 outputs. We were

also able to characterize the error of these estimations, that can be used for future

runs on EMPIRE as the representation error of the algorithm by transforming the

errors from the drivers space to the observation state.

This analysis helps us understand the strengths and weaknesses of EMPIRE.

However, these representations errors may not be the best case scenario achievable by

EMPIRE, as during a quiet day the electron density rate, which is the main input of

EMPIRE, is not as large a signal as during geomagnetic storms. But if we have chosen

a geomagnetic storm for the analysis, outputs from background models are generally

less reliable and they might not be a self-consistent source of “true ionosphere” for

EMPIRE. We would not expect our estimations to be close to the model results. For

future work, one way of calculating the “truth” could be through an error analysis

with EMPIRE changing the time step size until it converges to the same value and
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use that as the “truth.” Also, in the future we expect to use EMPIRE to study

geomagnetic storms understanding how much we can trust the results: reasonably in

the low and mid latitudes with appropriate weights chosen based on this analysis.
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CHAPTER 5

INVESTIGATION OF NIGHTTIME IONOSPHERIC LOCALIZED
ENHANCEMENT

In the previous chapter the global estimation and the assessment of the error

of the IT drivers were studied. These analyses allow us to study global geomagnetic

storms with EMPIRE globally and to understand how well the drivers are going to

be estimated.

A Nighttime Ionospheric Localized Enhancement (or NILE) of the electron

density has been observed at northern mid-latitudes during the recovery phase of

some geomagnetic storms in the ionosphere. In all cases observed to date, the NILE

appears to originate above the Caribbean and sometimes extends into the continen-

tal USA. The TEC maps during this phenomena indicates that the plasma extends

northwestward, and it is believed to be due to an enhanced eastward electrojet, that

increases the effects of the equatorial ionization anomaly [99]. However, geomag-

netic storms’ high energy injection can provoke drastic changes that the NILE may

originate from something different, like neutral winds.

In recent studies [48], the event was studied and they show that the NILE

appears to be originated from the enhancement of the equatorial ionozation anomaly

(EIA) in the recovery phase of the geomagnetic storm. This “anomaly”, which hap-

pens always in quiet and storm time, occurs during daytime and dawn, when the

sunlight hits the Earth heating the atmosphere and consequently causing a thermal

expansion. Near the magnetic equator, the ions are displaced to higher altitudes,

followed by an increase in the electron density. The ions are also displaced poleward,

at quiet times to latitudes up to 10 deg.

In [48] some questions were raised. They concluded that the NILE appears

to be driven by ion drift rather than neutral winds. They [48] also question why
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only the northern part of the EIA, from which the NILE appears to be originated,

persists into the night and why the southern part does not. Another objective of

the contribution is to try to answer this question by studying the estimated global

neutral winds with EMPIRE, specifically the meridional direction of the winds. As

summarized in Section 2.5.3, [80] explains that the EIA asymmetry is related to the

meridional direction of the winds and the strength of the fountain effect, if there is

one.

The enhancement of the EIA can be caused by different effects during geo-

magnetic storms like the enhancement of the equatorial fountain effect due to PPEF

(prompt penetration of the electric field) at high latitudes or to ionosphere disturbance

dynamo (caused by Joule heating), as explained in the Section 2.5.3. Understanding

these physical effects would help to model and simulate the NILE event to be taken

into account in the future.

The objective of this contribution is to investigate the NILE event and the

EIA asymmetry, so the meridional winds and the fountain effect, and consequently

the ion drifts, are going to be studied and estimated with EMPIRE. Two different

possible NILE events are going to be studied, the same ones previously studied in

[48].

In addition, for one of those storms, additional FPI neutral winds measure-

ments are going to be ingested with EMPIRE, using the new VSH expansion for the

neutral winds. Besides investigating the NILE event during this storm, we also want

to analyze if the ingestion of neutral winds with the VSH derivation from Chapter 3

improves the estimation of the winds, as it did with the old implementation as shown

in [32].

In the first Section 5.1 the ingestion of FPI measurements to EMPIRE using
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the VSH expansion will be explained. Then, Section 5.2 describes the first storm

studied, the EMPIRE algorithm configuration used and the results. In Section 5.3

the second storm is introduced and the EMPIRE estimates are analyzed for this case.

Finally, in Section 5.4 we will conclude the NILE analysis.

5.1 Ingestion of FPI using VSH

EMPIRE is modified to ingest FPI measurements of neutral winds using the

VSH expansion and the direct estimation of the drivers explained in Chapter 3. The

ingestion of measurements of neutral winds from FPI was already implemented in

previous work [32] and summarized in 2.2.2. An additional i equations are augmented

to the EMPIRE system defined in Equation 3.20 to assimilate wind measurements.

Similarly to the neutral wind measures described in Equation 2.32, we impose:

yFPI = uFPI,i (5.1)

Where yFPI represents the LOS neutral wind measurement from FPI instruments at

each i location. The neutral winds ~u = [uE uN 0]T VSH expansion defined in 3.10 is

projected to the LOS direction of each of the measurements:

uFPI,i = fLOS,i~u = hFPI,ixu (5.2)

Matrix fLOS,i is defined in Equation 2.34 and mapping matrix hFPI,i is obtained by

substituting the VSH expansion. The whole derivation of the matrix can be found in

Appendix D.

To add the new ingested measurements to EMPIRE, we change notation of

Equation 5.1 to:

zFPI = yFPI − a0,FPI︸ ︷︷ ︸
0

= aFPI,i︸ ︷︷ ︸
uFPI,i

(5.3)

Stacking all the i equations and substituting the expansion of uFPI,i using Equation
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5.2, the following equation is obtained:

zFPI = HFPIxu (5.4)

where the mapping matrix HFPI is obtained by stacking the i row matrices hFPI,i of

Equation 5.2. The EMPIRE system, defined in Equation 3.20, is now augmented. zN

zFPI


︸ ︷︷ ︸

z

=

 yN

yFPI


︸ ︷︷ ︸

y

−

 a0N

a0,FPI


︸ ︷︷ ︸

a0

=

Hexb Hu

0 HFPI


︸ ︷︷ ︸

H

xexb

xu

 (5.5)

State x is solved with a Kalman filter, as described in Equations 3.22 to 3.33.

It needs to be considered that there are new measurements ingested in the definition

of the covariance matrix of the measurements R, that appears in the measurement

update of the filter. EMPIRE data processing flow chart for this case is shown in

Figure 5.1

5.2 Storm November 2003

In this section we analyze the neutral winds and ion drifts estimated with

EMPIRE for the geomagnetic storm on November 20-21, 2003, when a NILE event

has been observed in [48] and analyzed by the plasma distribution.

The Dst index, which is an indicator of magnetic activity, is shown in Figure

5.2 over time for this case. The Dst index crosses the -30 nT boundary approximately

at 6:30 UT and continues decreasing, indicating the beginning of the magnetic storm

following the classification given by [64]. The NILE for this storm was observed during

local nighttime above the Caribbean, from 23 UT to around 4 UT. The Dst index

in these times is increasing after its minimum, indicating the recovery phase of the

storm.

In Figure 5.3 the TEC maps for different times are plotted. The TEC values
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Figure 5.1. Simplified EMPIRE model and data processing flow chart.

are the data ingested in IDA4D algorithm, that outputs the global electron density

values that EMPIRE uses as measurements. The TEC maps will also show the NILE

event and the conditions of the ionosphere during this time. The TEC values are

shown from 20/17 (dd/hh) UT to 21/03 UT (a,b,c,d,e and f) every 2 hours. The

day/night terminator is indicated with a black solid line and it specifies local night,

that is when the NILE event happens. Local noon is represented with a dashed red

line.

The EIA is seen in the TEC maps for this storm. Around the magnetic equator

close to the noon, indicated with the vertical red dashed line, at 17 UT (Figure 5.3a)

an enhancement of the TEC is visible. We can see that it reaches latitudes of 30 deg in

the northern hemisphere. Over this region is local day, that is when the EIA happens.
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Figure 5.2. Dst index for November 2003 in nT. Studied time limits are indicated
with black dashed lines and beginning of geomagnetic storm time is indicated with
green dashed-dot line.

The EIA is enhanced, as in quiet days it only reaches latitudes up to 10 deg, and it

peaks around 21 UT (Figure 5.3c). Then, the EIA enhancement decreases and goes

back to normal EIA over time. However, the northern crest of the EIA persists into

the night, east of the terminator line in black, as observed clearly at 21 and 23 UT

(Figure 5.3c and Figure 5.3d respectively). It remains visible hours after the peak

of the enhanced EIA at 21 UT. The NILE appears to originate from this northern

TEC crest and it is first observed around 1 UT on the 21st (Figure 5.3e) above

the Carribean (approximately at -75 to -60 longitude and 30 degrees latitude). The

enhancement occurs during local night time and seems to rotate with Earth, as it

extends to continental USA, over Florida, as seen at 3UT on the 21st (Figure 5.3 f).

The NILE is observed until approximately 4 UT on the same day. We can also see in

Figure 5.3f, when the effects of the enhanced EIA are smaller, the PRE effect. The

TEC increases close to the terminator line, represented with a black line.

As mentioned before, the EIA causes an increase in the TEC because the

anomaly originates from an upward motion of the ions near the equator (fountain

effect). At higher altitudes the recombination rate of the ions is smaller, so following
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Figure 5.3. TEC maps over time for 20-21 November 2003. Terminator line is indi-
cated with a black solid line and local noon with dashed line. Red star indicates
location near magnetic equator, blue where NILE is observed and green Millstone
Hill ISR location.
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the ion continuity equation, the electron density and the TEC increases. Near the

equator, this upward displacement is followed by a poleward motion of the ions,

which gives an increased total electron content not only at the equator but at higher

latitudes too.

To check the behavior, we are going to analyze in following sections the vertical

ion velocity at the 3 different locations marked in Figure 5.3: one near the magnetic

equator in the northern EIA crest (red star), one where the NILE is observed (blue

star), and at the Millstone Hill ISR location (green star). At the last location mea-

surements of the vertical drift are available so they will be used for comparison with

the estimated drifts. EMPIRE is used to estimate the drivers for this storm and its

configuration is described below.

5.2.1 EMPIRE configuration. In this section I describe how EMPIRE is config-

ured to estimate the IT drivers during the geomagnetic storms selected to study the

NILE event. The electron density rate will be derived from the electron density N

from the IDA4D algorithm [100] coupled with the SAMI3 algorithm [49]. IDA4D will

correct the data from SAMI3 ingesting mainly measurements of GNSS TEC. Exam-

ples of this density data ingested by IDA4D is shown in Figure 5.3. The [86] model

is used to calculate the background ion production and loss source terms a0,prod and

a0,loss. The same model is used to model the gravity and diffusion transport terms

effect on the parallel direction of the ion velocity a0,g and a0,dfsn. To calculate these

terms we use the neutrals properties characterized by the NRL-MSISE00 model [85]

and the electron and ion temperature will be provided from IRI model [84]. Finally,

the magnetic field ~B0 is provided by the IGRF model [59].

A global analysis is done, as in the last 2 chapters, by using a grid of magnetic

colatitude θ between 3 and 177 degrees, magnetic longitude φ between -180 and

180 degrees with the same 6 degrees resolution and altitude h between 200 km and
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500 km, with a step of 50 km, following the altitude limits set in [32]. The grid will

have 12810 points at each time step. The period starts at 6 UT on the 20th, when

the storm starts, with 20-minute increments. The end of the period is a little after

the NILE stops to be observed. The analysis period is of 24 hours.

The neutral winds ~u are estimated using the vector spherical harmonics deriva-

tion from Chapter 3 and the potential field is expanded with a spherical harmonics

basis function [45]. The order of both expansions is set to lmax = 6, as determined

in previous analysis in Section 3.3.1.2. The state vector size will be [90 × 1], where

48 terms come from the neutral winds expansion and the other 42 from the ion drift

derivation.

The background covariance and state are needed for the time update in the

Kalman filter in Equations 3.22 and 3.23. The background state for the ion drifts

x0,exb is calculated with Equation 3.26 using ion drifts from the SAMI3 algorithm

[49] and the background state for the neutral winds x0,u is calculated using Equation

3.27 with neutral winds data from HWM14 model [50]. To calculate the background

covariance matrix P0,t/t with Equation 3.28, we need to define the error of the fitting

σi,fitting, the error of the model σi,model and a scale factor c for each of the estimated

drivers, as seen in Equation 3.28. The error of the ion drift model is set to σ2
exb,model =

(20m/s)2 at each of the directions of the vector velocity, as set in previous chapters.

Similarly, the HWM14 error is set to σ2
un,e,model

= (75m/s)2 for both geographical

zonal and meridional directions.

For the error of the fitting of the ion drifts we set σexb,r,fitting = (25m/s)2,

σexb,θ,fitting = (150m/s)2 and σexb,φ,fitting = (140m/s)2 in every direction. For the

neutral winds, we set: σun,fitting = (100m/s)2 and σue,fitting = (80m/s)2, cexb = cu =

2. They are selected by doing a fitting analysis with lmax = 6, similarly to the analysis

described in Section 3.3.1.3.
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5.2.1.1 Error of ingested measurements. The measurement covariance matrix

R used in the Kalman filter in Equation 3.32 will have size [12810 × 12810] and

is derived from IDA4D densities N error and from the errors of a0. The errors of

a0, stored in covariance matrix Ra0 , are calculated from different climate models, so

there is no error available associated. We make the hypothesis of an error of 1% of

the actual value, as we are assuming that during storm time the major contributor

to electron density change is the ion drifts and the neutral winds.

The error in densities N from IDA4D correcting SAMI3 are not given for

this case. The hypothesis of the error being a percentage of the actual densities

observations N is made. To calculate this percentage we analyze other storms where

the error of the densities εN from only IDA4D was given with the data set. The

analysis is shown in Figure 5.4, Figure 5.5, Figure 5.6 and Figure 5.7. They show

the percentage of the relative error, εrel,IDA4D of the electron density N averaged over

different (a) times, (b) colatitudes, (c) longitudes and (d) altitudes:

εrel,IDA4D(r, θ, φ, t) =
εN
N
· 100% (5.6)

In Figure 5.4 the results are shown for the data on 25 October 2011. The error can

depend for example on the number of sources used in IDA4D or on the intensity of

the storm. We will not focus on analyzing the sources or a tendency, we will only

obtain an order of magnitude of the IDA4D error to use in EMPIRE when this error

is not given. It is seen that the mean error for all the averaged cases indicated with

a red line, represented in a dashed red line, is around 40%.

For a second case, on March 17 2015 in Figure 5.5, the mean error averaged

for the different times is around 30%, Figure 5.5a, while in the other subplots, for

specific latitudes, longitudes and altitudes in 5.5b, 5.5c and 5.5d respectively. The

relative error of the electron density is not over 20%.
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Figure 5.4. Averaged relative error of electron density in percentages plotted for
different (a) times, (b) latitudes, (c) longitudes and (d) altitudes. Red dashed line
represents the mean value of the case.
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Figure 5.5. Averaged relative error of electron density in percentages plotted for
different (a) times, (b) latitudes, (c) longitudes and (d) altitudes. Red dashed line
represents the mean value of the case.
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Figure 5.6. Averaged relative error of electron density in percentages plotted for
different (a) times, (b) latitudes, (c) longitudes and (d) altitudes in blue. Red
dashed line represents the mean value of the case.

IDA4D data for March 18 2015 is also available and the same analysis is done

in Figure 5.6. The mean relative error of the electron density is around 30%.

Finally, a fourth case on 4th January 2020 is shown in Figure 5.7. The relative

error of the electron density for this day is around 20− 25%.

Taking into account the 4 cases we have available data of the IDA4D electron

densities error, we set an error for the electron density from IDA4D correcting SAMI3

of 35%, which allows us to build the covariance error matrix RN .

Once the state is calculated using the described configuration, the estimated

neutral winds and ion drifts are calculated in every grid point for the desired period of

time. We will show the horizontal neutral winds and ion drifts results over time over

the region where the NILE is observed. We will also show the vertical ion drift at the

3 marked locations. First, in the locations indicated in Figure 5.3 near the magnetic
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Figure 5.7. Averaged relative error of electron density in percentages plotted for
different (a) times, (b) latitudes, (c) longitudes and (d) altitudes in blue. Red
dashed line represents the mean value of the case.



108

equator and near where the NILE is observed. Then, to validate the EMPIRE vertical

ion drift, estimates in the ISR Millstone Hill location will be plotted with the actual

measurements.

5.2.2 Results. In this section the results of the estimated ion drifts and neutral

winds are shown. The vertical component of the ion drift will also be plotted to see

if the uplift of ions near the magnetic equator cause by the enhanced EIA is visible

and to validate the results at ISR Millstone Hill.

5.2.2.1 Ion drifts. To analyze the fountain effect and its strength, that affects

the formation of the asymmetry of the EIA, the ion drifts are studied. Figure 5.8

shows the estimated ion drifts at 250 km over a map that includes the region where

the NILE was seen, above the Caribbean, and the magnetic equator. Each of the

maps represents a different time: 17 UT, 19 UT, 21 UT and 23 UT on the 20th and 1

UT and 3 UT on the 21st. The black line represents the terminator line and the red

dashed line the local noon. Color on the figures represent the vertical TEC values.

Locations at which we are going to study the vertical component of the drifts are

marked with a star: green for Millstone Hill, where measurement drifts from ISR are

available, blue for a grid point close to where the NILE is observed, and red for a grid

point close to the geomagnetic equator.

Around the longitudes where the NILE is observed, between −65◦ and −70◦,

a poleward ion drift motion is seen from 17 UT (Figure 5.8a) until 23 UT (Figure

5.8d), consistent with the enhanced equatorial ionization anomaly seen at low and

mid latitudes at these times. Between 23 UT and 1 UT on the following day (Figure

5.8e) the ion drifts shift to equatorward motion and become much weaker in speed.

The enhanced TEC persisting during nighttime at mid latitudes also starts to go to

lower latitudes, but the NILE originates from this northern crest and is visible at

this time eastwards of Florida, just above the blue star. We can see an increase in
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Figure 5.8. Ion drift geographical meridional and zonal direction at height 250 km
estimated with EMPIRE represented in red arrows and TEC plotted in color.
Terminator line is represented with a black dashed line. Each subfigure represents
a different time: (a) 20/17, (b) 20/19, (c) 20/21, (d) 20/23, (e) 21/1 and (f) 21/3
(dd/hh) November 2003 UT. Red star indicates location near magnetic equator,
blue where NILE is observed and green Millstone Hill ISR location.
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the velocity from 1 UT to 3 UT (Figure 5.8e), as the red arrows are larger. Later,

not shown here, ion drifts start to weaken in magnitude, the NILE dissipates and

the TEC decreases too, indicating a correlation between ion drift activity and TEC

enhancement.

5.2.2.2 Ion drifts validation. We also analyze the ion drift vertical component

at the locations marked in the maps in 5.8. Results are shown in Figure 5.10 at

the following locations: longitude 72◦ W and latitude 5◦ N in red near the magnetic

equator, latitude 25◦ N in blue near the zone where the NILE event is observed. In

Figure 5.9 results at longitude 72◦ W latitude 45◦ N are illustrated in green, which is

the location where an ISR instrument with vertical ion drifts measurements for this

day is located.

The results of the vertical ion drift are plotted in Figure 5.10 over local time.

In red the location near the magnetic equator is shown and in blue the results at

the location over NILE. The dashed lines represent the model SAMI3 values and the

solid lines the EMPIRE estimation. The black dashed line separates the upward and

downward velocity, upward being positive velocities and downward negative ones. It is

observed for the 2 locations a high upward velocity from 5 LT on the 20th until 19 LT,

with a peak in the positive velocity around 10:30 LT with drifts of 250−300m/s. This

is consistent with the EIA physics explained in Section 2.5.3 and with the theory of

the superfountain effect, where the F region is lifted close to the equator, consequently

causing a poleward motion and a poleward uplift later in time. From that time the

velocity is downwards, which is consistent with the decrease of TEC in that location.

Compared to the model (the dashed lines) it is observed that EMPIRE is able to

estimate the uplift of the plasma layer due to the enhanced EIA. Between 21 and 23

LT, we can see a change in the slope of the velocity, almost becoming a positive slope,

that agrees with the more visible NILE in the TEC maps in Figure 5.8. Local sunset
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Figure 5.9. Ion drift vertical component (m/s) over time. Solid line represents value
estimated with EMPIRE and dashed line the climate model values. In red results at
72 deg W, 5 deg N are plotted (near magnetic equator) and in blue results at 72 deg
W, 25 deg N location (over NILE). Black dashed line separates upward (positive)
or downward (negative) velocity.
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at the 2 locations is around 16:20 LT. Looking at the model values, the dashed lines,

we observe an uplift of the layer after that time, more pronounced for the red location

(near magnetic equator). This uplift is consistent with the PRE and the polarization

terminator effects described in [82]. The estimates are also positive at those times

and the slope of the vertical velocity becomes more horizontal.

The error bars of the 2 locations are small compared to the actual values of the

ion drift. This may happen because the error imposed for the measurements or the

ion drift background values are too high. When this happens, the filter thinks that

the estimated values of the ion drifts are within both sources of error, observations

and background model, so the estimate error bars are smaller.

Figure 5.9 shows the vertical ion drift at the Millstone Hill ISR location,

marked in green in the maps from Figure 5.8.

The EMPIRE results at the location where the Millstone Hill ISR measure-

ments are available are plotted in green in Figure 5.9 with a solid line. The model

HWM14 values at the same point are shown for comparison with a green dashed line.

The solid black line represents the measurements at Millstone Hill ISR. The behavior

of the estimated vertical drift at this higher latitude is similar to the ones described

for the other 2 locations (near magnetic equator and near NILE). In comparison to

the Millstone Hill ISR measurements in black, we observe that the estimate is able

to capture the increase in vertical velocity when the model cannot.

5.2.2.3 Neutral winds. Neutral winds are also estimated with EMPIRE and re-

sults are plotted in Figure 5.11. They are plotted at altitude of 250 km in a geograph-

ical map that includes the region where the NILE was seen, above the Caribbean.

Each of the maps represents a different time: 17 UT, 19 UT, 21 UT and 23 UT on the

20th and 1 UT and 3 UT on the 21st. The black dashed line represents the terminator
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Figure 5.10. Ion drift vertical component (m/s) over time. Solid line represents value
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line. Color on the figures represent the vertical TEC values.

The order of magnitude of the winds is higher than the ion drift and at some

points even reaches values of 500 m/s. However, these speeds were observed before in

previous analysis of this storm in [101], where they estimated also speeds of 600 m/s.

It is observed in the southern hemisphere in the first time step, at 17 UT on the

20th in Figure 5.11a, that the neutral velocity in the local morning longitudes of

the map (around −140 to −100◦) is mostly equatorward. Then, when the enhanced

EIA is more visible over longitudes between −100 and −80◦ at midday, the winds

are southward in both hemispheres. Finally, for post-noon longitudes in the map,

from approximately −80 to −40 ◦ the winds in the northern hemisphere are eastward

while in the southern hemisphere the southwards winds remain. This behavior of the

winds is similar until 21 UT, Figure 5.11c, which is the time when the EIA maximum

enhancement was found.

Then, from 23 UT in Figure 5.11d, winds weaken. In the longitudes where the

NILE is observed (−60 to −80 ◦), winds are northward in the northern hemisphere

and in the southern hemisphere. Looking at the TEC at this time we can observe a

more intense northern crest of the enhanced EIA. We can also see the South Atlantic

Anomaly effect on the TEC at latitudes around −30◦ and longitudes around −70◦.

The asymmetry in the Northern hemisphere produced by mostly southward winds in

previous times agrees with the intra-hemisphere transport described in Section 2.5.3,

when the fountain effect is stronger than the neutral winds themselves. In the esti-

mated drifts, analyzed in Figure 5.8, we can see strong poleward drifts corresponding

to a storm fountain effect, agreeing with the intra-hemisphere transport theory. It

is explained by the neutral winds’ ability to move ions and electrons along the mag-

netic field lines and consequently changing the electron density because of the height

dependency. At 1 UT in Figure 5.11e winds in these longitudes are still northward.
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Figure 5.11. Neutral winds geographical meridional and zonal direction at height 250
km estimated with EMPIRE represented in magenta arrows and TEC plotted in
color. Each subfigure represents a different time: 20/17, 20/19, 20/21, 20/23, 21/1
and 21/3 (dd/hh) November 2003 UT.
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Figure 5.12. Dst index for August 2018 in nT. The studied time limits are indicated
with black dashed lines and beginning of geomagnetic storm time is indicated with
green dashed-dot line.

Close to the magnetic equator they move to the east. At this time the NILE is visible

above the Caribbean. At 3 UT in Figure 5.11f the NILE is still observed and winds

over this region are mostly equatorward.

5.3 Storm August 2018

The second storm studied where the NILE event was observed is 25-26 August

2018. The Dst index is shown in Figure 5.12 over time.

The minimum order of magnitude of the index is about −140 nT , that is much

less extreme than the November 2003 storm index of about −400 nT , on Figure 5.2.

This indicates that the August 2018 storm effects are much smaller in magnitude than

the November 2003 one. The Dst index crosses the −30 nT boundary approximately

at 20 UT, indicating the start of the storm following the classification given in [64].

The storm time also differs with the November 2003, as that one started in the early

UT hours. At local nighttime over the zone where the NILE event is observed, from
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approximately 23 UT to 4 UT hours, the storm has not reached the minimum Dst

index, so the storm is in its main phase.

In Figure 5.13 the TEC maps for different times are plotted showing the evo-

lution of the storm. The TEC values are the data ingested by the IDA4D algorithm,

that outputs the electron density values N correcting the SAMI3 algorithm. The color

scale of the TEC is reduced compared to the November storm on Figure 5.3 (TEC

goes to 20 TECu vs 80 TECu). The TEC values are shown for the same times, from

25/23 (dd/hh) UT to 26/04 UT (a,b,c,d,e and f). The terminator line is represented

with a black solid line.

Similarly to the November 2003 storm, an enhancement of the TEC consequent

of the enhanced EIA is visible at 23 UT (Figure 5.13a). The high TEC extends

to mid latitudes during the daytime longitudes (before the terminator line). It is

also observed that the enhanced TEC from the EIA also persists into the nighttime,

duskward of the terminator line. The NILE event can be observed for this storm over

the central USA, some degrees in latitude higher and farther west than the feature

observed on the November 2003 storm, from 2 UT (Figure 5.13d) to 3 UT (Figure

5.13e). It is seen that it is moving westward, that is the same motion the enhanced

EIA has. The NILE feature is smaller and less intense than the one on the November

2003 storm. It is observed that it is originated from the northern EIA crest.

We can see an enhancement of the TEC around the sunset terminator moves

with it over time. Besides the terminator line, the enhanced EIA crest is moving

parallel to this terminator line, leaving a mid-latitude increase in the TEC over the

central USA.

Although the feature on this day is smaller, there is better observational cov-

erage, as there is more GNSS data on 2018 [48] (that is the main input to IDA4D
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Figure 5.13. TEC maps over time for 25-26 August 2018. Terminator line is indicated
with a black solid line. Magenta markers indicate FPI sites where neutral wind
measurements were available: Arecibo (star), Millstone Hill (triangle) and Urbana
(square).
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algorithm, which electron density outputs are ingested by EMPIRE). There were also

3 FPI available that measures neutral winds on this day: Arecibo, Millstone Hill and

Urbana. Ingesting these wind measurements additionally in EMPIRE changes the

driver estimations significantly [32]. Arecibo (18◦ N,66◦ W), Millstone (44◦ N, 72◦W)

and Urbana (40◦ N, 88◦ W) site are marked in Figure 5.13 with a magenta star,

triangle and square, respectively.

To study the effect of ingesting winds with the new VSH derivation from

Chapter 3, I will run EMPIRE for 2 different cases: with additional ingestion of

measurements from Urbana FPI, from now on “Case ingestion”, and with no ingestion

of additional winds, from now on “Case no ingestion”. We select the Urbana location

to ingest winds in the “Case ingestion” as it is the closest location to where the NILE is

observed for this day. The other sites’ winds will be used for validation and compared

to the EMPIRE estimations of the neutral winds. Selecting to ingest Urbana winds,

will also help us understand the effect of the distance between the grid point where

additional winds are ingested and the grid point studied on the estimations.

As in previous storms analyzed, the FPI measurements are given in different

LOS directions of the instrument. The estimated geographical neutral winds will

be projected to this LOS to compare the results to the measurements. For all of

the FPI sites there are measurements available in the 4 geographic directions (north,

south, east and west). As explained previously, the pierce point of the LOS is not the

same as the location of the sites. However, because the separation between the site

location and the observation pierce point at 250 km is less than 2.5 degrees, the grid

will not distinguish between these two points, as the EMPIRE grid resolution used is

6 degrees. We will use the site location as the point there we have the neutral wind

data.

5.3.1 EMPIRE configuration. The EMPIRE configuration is similar to the one
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described for the November storm on Section 5.2.1 for both cases. The differences

with that case are described here.

In the “Case ingestion”, the number of grid points will be augmented to

12810 + i, depending on how many measurements available i are in each time step.

However, number of neutral winds i is much smaller than the number of measure-

ments of N , 12810. EMPIRE will ingest northward and eastward measurements from

Urbana FPI, as they are more reliable than south and west LOS, as explained in

Section 2.2.2. The analysis period for both cases is of 14 hours starting at 18 UT on

the 25th with 20-minute increments.

The variances needed to define the Kalman filter, Equations 3.22 to 3.33,

are set for both cases as: σexb,r,fitting = (20m/s)2, σexb,θ,fitting = (20m/s)2 and

σexb,φ,fitting = (10m/s)2. For the neutral winds, we set: σun,fitting = (75m/s)2 and

σue,fitting = (75m/s)2. The scale factor c for both drivers is set to cu = 2 for the

neutral winds and cexb = 6 for the ion drifts, to take into account the propagated

error of H due to the error of the electron density ingested N .

The measurement covariance matrix RN used in the Kalman filter in Equa-

tion 3.32 for “Case ingestion” needs to take into account that the system has been

augmented to ingest FPI measurements of neutral winds. It is a diagonal matrix with

size (12810+ i) by (12810+ i), where i is the number of north and east measurements

available from Urbana FPI at each time step. Number of terms i can change in each

time step. The first part of the matrix will be set up the same as for the November

storm. The rest, the [i × i] terms left, will be obtained from the error of the FPI

measurements.

Once EMPIRE is configurated, the state is calculated for both cases, solving

the systems shown in Figure 5.14.
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Figure 5.14. Diagram of the EMPIRE configuration for each of the studied cases.

The global ion drifts and neutral winds for the “Case ingestion” will be ana-

lyzed to investigate the EIA and its origin. Then, to validate the results and study

the impact of ingesting winds, neutral winds from both cases, ingestion and no inges-

tion, at 3 FPIs, marked in Figure 5.13, will be studied over time: Urbana FPI, from

which we are ingesting the measurements in “Case ingestion”, and Millstone Hill FPI

and Arecibo FPI whose measurements are not assimilated. The estimates will also

be compared to the measurements at these sites.

5.3.2 Results. Analysis of the August 25-26 storm is shown in this section. Ion

drifts and neutral winds for the “Case ingestion” will be shown and validation of

the neutral winds will be done by comparing the results at 3 FPI sites with the FPI

measurements and the estimates of the “Case no ingestion”.

5.3.2.1 Ion drifts. First, the ion drifts are studied in Figure 5.15. The EMPIRE
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estimation of the ion drifts at 250km is plotted with red arrows over a map for different

times: 23 UT on the 25th and 0 UT, 1 UT, 2 UT, 3 UT and 4 UT on the 26th. The

black line represents the terminator and the color on the figures represents the vertical

TEC values. As before, the limits of the vertical TEC values changes with respect

the 2003 November case from 120 TECu to 20 TECu.

In this case, the storm starts later in the day, around 19 UT. In the November

storm, besides being stronger, the storm starts earlier in the day at 5 UT. We can

observe west and equatorward ion drifts at 23 UT on Figure 5.15a over the NILE

longitudes (around −70◦). At −140◦ we can observe that the drifts are slightly

equatorward. At 0 UT on the following day, Figure 5.15b, the directions of the drifts

are similar but with weaker magnitudes. From 1 UT, represented in Figure 5.15c, the

drifts over the NILE longitudes become equatorward. At the same time the enhanced

EIA at midlatitudes starts to move back to lower latitudes, as we can observe at 2

UT in Figure 5.15d, which is consistent with the poleward motion. At 3 UT, Figure

5.15e, the northern crest of the EIA persists and the NILE appears to originate from

it. In this case the NILE is observed over the continental US. The drifts are still

equatorward and weaker.

5.3.2.2 Neutral winds. The neutral winds are also estimated with EMPIRE and

the results can be seen in Figure 5.16. They are also plotted at an altitude of 250km

in a geographical map for different times: 23 UT on the 25th and 0 UT, 1 UT, 2 UT,

3 UT and 4 UT on the 26th. Again, the black line represents the terminator and the

color represents the vertical TEC values. FPI sites are marked with a magenta star

(Arecibo), triangle (Millstone Hill) and square (Urbana Atmospheric). The Urbana

measurements of neutral winds were ingested for the EMPIRE estimation and the

measurements from Arecibo and Millstone Hill will be used for validation.

We can see that at 23 UT, in Figure 5.16a, winds are poleward in the local



123

Figure 5.15. Ion drift geographical meridional and zonal direction at height 250km
estimated with EMPIRE represented in red arrows and TEC plotted in color.
Terminator line is represented with a black dashed line. Each subfigure represents
a different time: 25/23, 26/00, 26/01, 26/02, 26/03 and 26/04 (dd/hh) August
2018 UT.
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Figure 5.16. Neutral winds geographical meridional and zonal direction at height
250km estimated with EMPIRE represented in magenta arrows and TEC plotted
in color. Each subfigure represents a different time: 25/23, 26/00, 26/01, 26/02,
26/03 and 26/04 (dd/hh) August 2018 UT.
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day (before the terminator line) in the southern hemisphere and they are west and

poleward in the northern hemisphere. On local night longitudes the winds in the

northern hemisphere are poleward and in the southern they are mostly eastward and

a little bit northward. At 0 UT and 1 UT, Figure 5.16b and Figure 5.16c, neutral

wind behavior in both hemispheres is similar, although the poleward direction at

the south hemisphere starts to dissipate and a more northern direction in the winds

appears over all longitudes in the north hemisphere and at the local night in the south

hemisphere.

The enhanced northern crest producing an asymmetry in the enhanced EIA,

that has persisted into the night, combined with northern winds agrees with the

trans-hemisphere theory described in Section 2.5.3. For that to happen, the fountain

effect should be weaker than the winds, so that northern winds, such as we observe

over the NILE longitudes from 0 UT, move the plasma to northern latitudes and

higher altitudes, increasing the TEC in the north hemisphere. In the estimated drifts

in Figure 5.15, the drifts were mostly westward and they do not restrict the effect

of the meridional winds, agreeing with the trans-hemisphere transport theory. At

2 UT, Figure 5.16d, the winds in the east longitudes of the map become poleward.

The northern crest over continent US reaches higher latitudes, that agrees with the

northern winds over this section and the trans-hemisphere transport. Then, at 3 and

4 UT, Figure 5.16e and Figure 5.16f, the winds in the northern hemisphere start to

become westward over the NILE longitudes. The NILE is visible over US and it has

moved west from the previous time. This may be due to the west neutral winds, as

the ion drifts at this time, Figure 5.15e, are mostly equatorward.

5.3.2.3 Neutral winds validation. Neutral wind estimations at the FPI locations

are also analyzed and compared to the measurements. Figure 5.17 shows the results

for the different LOS at the Urbana location (40 deg N and 88 deg W), where the
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(d) Neutral Winds in LOS direction:

Elevation = 45 and Azimuth = 180 deg

Figure 5.17. Neutral winds plotted over time at Urbana location to the (a) west,
(b) north, (c) east and (d) south. Green circles indicate the measurement from
the FPI, blue indicates the EMPIRE value at the closest grid point to the FPI
location with ingestion of winds, and red indicates the EMPIRE estimation with
no addition ingestion. Black dashed line indicates the HWM14 value.

neutral winds measurements were ingested in addition to the global electron density.

EMPIRE results for “Case ingestion” are shown in blue, HWM14 model values are

indicated with a black dashed line and the FPI measurements are observed in green

over time. Positive values mean that the winds are going away from the FPI and

negative values refer to winds going in the LOS direction to the FPI. The results for

the “Case no ingestion” are shown in red.

In Figure 5.17a, the LOS is looking to the west direction, as the azimuth angle

is −90◦. We can see that the estimation using the ingestion of winds at this location

works properly, as the blue estimation is much closer to the measurements than the
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red estimation (no ingestion). It is also visible that until 1 UT, when there are these

additional measurements of winds available, the red and blue estimations coincide.

Figure 5.17b represents the north LOS, with an azimuth angle of 0◦. This

direction is ingested for the blue results. We can see that the blue estimation follows

the measurements in green as expected. The red estimation is not close to the mea-

surements for this LOS, and it gives a worse estimation than the model HWM14 in

black. However, not correcting this direction with the VSH derivation means that the

zonal direction is not corrected either. For the zonal LOS, Figure 5.17a and 5.17c,

the red line is closer to the measurements than the model at some times.

Figure 5.17c indicates an eastward LOS with an azimuth angle of 90◦. This

direction is also ingested in EMPIRE for the blue estimation. It is observed, just

like in the west LOS, that the EMPIRE estimation with ingestion of winds, follows

the measurements in green. Finally, the Figure 5.17d indicates a southward LOS

as the azimuth angle is 180◦. For this case, there is a disagreement between the

measurements in north and green LOS. As described in Section 2.2.2, south LOS are

usually less reliable than the northern ones as the brightness of the samples is smaller.

Next, the results are compared at sites where the winds were not used, so

we can use the measurements as validation of the EMPIRE estimation. The Mill-

stone Hill FPI (44◦N 72◦W) is the closest to the Urbana FPI, were the winds were

ingested. The results at this location over time are shown in Figure 5.18 for the

different LOS where measurements were available. Measurements are indicated in

green, model HWM14 values in black, EMPIRE results ingesting Urbana winds in

blue, and EMPIRE results not ingesting additional winds in red.

Again, Figure 5.18a, b, c and d represents a west, north, east and southward

LOS direction respectively, indicated by the azimuth angle. In the west and east
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Elevation = 45 and Azimuth = 180 deg

Figure 5.18. Neutral winds plotted over time at Millstone Hill location to the (a)
west, (b) north, (c) east and (d) south. Green circles indicate the measurement
from the FPI, blue indicates the EMPIRE value at the closest grid point to the
FPI location with ingestion of winds, and red indicates the EMPIRE estimation
with no addition ingestion. Black dashed line indicates the HWM14 value.
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LOS, we can see that from 1 to 6 UT, the blue estimation is actually worse than the

estimation with no ingestion in red, as the no ingestion case estimates a more eastward

drift than the estimation with ingestion. However, in the meridional estimation,

in the north and south LOS, the estimation in blue is better than the estimation

with no ingestion. Nevertheless, for this case the climate model is better than both

estimations. A better study to understand why this is happening at this location

needs to be done.

Finally, results at the Arecibo FPI site (18◦N and 66◦E) for the different

LOS where measurements were available are shown in Figure 5.19. Measurements

are represented with a green line, model HWM14 values with a black dashed line,

EMPIRE results ingesting Urbana winds with a blue curve, and EMPIRE results not

ingesting additional winds with red.

Figure 5.19a, b, c and d represents a west, north, east and southward LOS

direction respectively, indicated by the azimuth angle. First, we can see that the

measurements at this location reaches higher values in all of the LOS than in the

previous studied FPIs. The meridional ingestion estimation, looking at the north LOS

Figure 5.19b, indicates a more southward velocity than the model and the estimation

with no ingestion, agreeing better with the measurements from 3 UT. From 22 to

3 UT approximately, both estimations are able to capture a more northward wind

than the model represented in black dashed line, just as the measurements indicate.

The zonal estimation, shown in Figures 5.19a and 5.19c, is also more westward at the

end of the studied period than the model and no ingestion estimation case, like the

measurements indicate.

5.4 Conclusions

Neutral winds and ion drifts have been estimated with EMPIRE for two geo-
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Elevation = 45 and Azimuth = 180 deg

Figure 5.19. Neutral winds plotted over time at Arecibo location to the (a) west,
(b) north, (c) east and (d) south. Green circles indicate the measurement from
the FPI, blue indicates the EMPIRE value at the closest grid point to the FPI
location with ingestion of winds, and red indicates the EMPIRE estimation with
no addition ingestion. Black dashed line indicates the HWM14 value.
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magnetic storms, November 2003 and August 2018, where a NILE enhancement was

observed. The use of global vector spherical harmonics basis allows to study globally

this event and the assessment of EMPIRE error helped to determine which drivers

are more trustworthy and where. The ion velocity was studied for both storms, sepa-

rating it in ion drifts and neutral winds. For the storm on August 2018, Urbana FPI

measurements of neutral winds were ingested in addition to normal electron densities

inputs.

For the November 2003 storm, the neutral wind meridional behavior and

the strong fountain effect observed in the estimated ion drifts are consistent with

a stronger EIA crest in the Northern Hemisphere. The EIA asymmetry may be the

reason why only the northern crest persists into the night time, so maybe is the plasma

source of NILE. The ion drift estimation agrees with a poleward and upward motion

of an enhanced EIA driven by a super fountain. The vertical drifts at Millstone Hill

ISR were compared to the measurements, and both showed a similar trend.

The global results for the August 2018 storm also indicates that the asymmetry

of the enhanced EIA, from where the NILE appears to originate from, is also due to

the neutral winds meridional behavior and a weak fountain effect. The fountain effect

is not as strong as in the previous case, although it also appears that it is the driver

that causes the enhanced TEC at mid latitudes during the first hours of the storm.

However, it may also be due to only a PRE effect on sunset stronger because it

happened during the magnetic storm.

An analysis to determine if the self-consistent basis function used to expand

the neutral winds helps with the estimation in locations near the Urbana FPI site

was done. That case is also compared to a case where no additional measurements of

winds are ingested to estimate the drivers. Validation of the results of the 2 cases was

done by comparing the neutral winds to FPI measurements at 2 additional locations
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and to results. We conclude that the ingestion helps the estimation in the location

where winds are ingested. Also, in the location farthest from the ingestion point,

the estimation ingesting winds agrees better than the model with the measurements

almost all the studied time. However, at mid-latitudes, the location closest to the

point where measurements are ingested, the estimation differs more from the mea-

surements. For the future, a weighting function depending on the distance to the

point at which we are ingesting winds can be determined, as it is possible the effects

of ingesting at a location constrain too much a nearby location, increasing the error

in the estimation. Also, a Kalman filter was used as EMPIRE is designed to one day

work in real time. However, analyses of previous geomagnetic storms could benefit by

using other solvers in which the information used is maximized. Applying information

or smoothing filters to EMPIRE may optimize the use of the observations ingested,

as they add additional backward time updates to the estimate.
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CHAPTER 6

ADDITIONAL INGESTION OF ICON NEUTRAL WINDS MEASUREMENTS

In this contribution the goal is to ingest global neutral winds measurements

from ICON to estimate the neutral winds with EMPIRE. In the previous contribution

we have seen that the ingestion of winds help the estimation in the location where we

are ingesting, but at locations near the ingested data site, the estimation may agree

less with the independent measurements. Global ICON measurements might help

with this problem, as it measures neutral winds globally at different sites in a period

of time. The global expansion using the vector spherical harmonics derivation from

Chapter 3 allows this study. We modify EMPIRE to ingest ICON neutral winds as

measurements in the observation system matrix in Section 6.1.

The MIGHTI (Michelson Interforemeter for Global High-resolution Thermo-

spheric Imaging) instrument included in the ICON satellite takes measurements at

low latitudes, so we expect to observe the ionosphere with EMPIRE better at these

latitudes when ingesting the measures. To check if the EMPIRE estimations improve

ingesting ICON measurements with respect to only ingesting electron densities, a

period of time where ICON measurements are available will be analyzed for these 2

cases (ingesting and not ingesting ICON neutral winds measurements). The EMPIRE

configuration and the day selected for this analysis are described in Section 6.2. The

results of the neutral winds estimation for these two cases are shown in Section 6.3.

Neutral winds will be plotted in a map over the zone where the ICON measurements

are available for different times. They will also be plotted at specific locations over

time, where FPI measurements are available, for validation of the results. Finally,

Section 6.4 concludes and summarizes the results found in this contribution.
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Table 6.1. Variables downloaded from ICON [1].

Variable name Description

Zonal Wind
Zonal component of the horizontal neutral wind.

Positive Eastward (m/s)

Meridional Wind
Meridional component of the horizontal neutral wind.

Positive Northward (m/s)

Zonal Wind Error Error in the zonal wind estimate (m/s)

Meridional Wind Error Error in the meridional wind estimate (m/s)

Wind Quality Quantification of the quality, from 0 (Bad) to 1 (Good)

Epoch Sample time (number of ms since Jan 1, 1970) (ms)

Altitude WGS84 altitude of each wind sample (km)

Longitude WGS84 longitude of each wind sample (deg)

Latitude WGS84 latitude of each wind sample (deg)

6.1 Ingestion of ICON neutral winds

The ingestion of measurements of neutral winds from FPI for VSH was de-

scribed in Section 5.1. ICON outputs the meridional and zonal geographic winds for

different locations and times with associated uncertainties. EMPIRE is modified to

additionally ingest ICON measurements of neutral winds.

6.1.1 ICON data. The data is obtained from icon.ssl.berkeley.edu/Data [1].

The ICON Data Product 2.2 is used for this research. Specifically, the variables that

use are described in Table 6.1, where the WGS84 (World Geodetic System-1984) is a

standard datum for use in satellite navigation, that is given in geographic coordinates.

A difference from the ground-based FPI measurements is that the FPI winds

were given in the LOS direction of the instrument, while for the ICON measurements

the meridional and zonal wind products are provided. Before ingesting the data in the

algorithm, a few steps to process these data are taken. First, for each time interval,

defined by the Epoch variable in Table 6.1, the points outside the EMPIRE domain
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are removed using the altitude, longitude and latitude values defined in Table 6.1.

Then, from this reduced set of points, measurements that are “not a number” (NaN)

are discarded. Finally, measurements that have a quality flag (defined in Table 6.1)

equal to 0 are also removed.

6.1.2 Modification in EMPIRE algorithm. To include these measurements

in the algorithm, similarly to the FPI winds ingestion, additional 2i equations are

imposed to the EMPIRE system defined in Equation 3.20, where i is the number of

different locations where ICON measurements are available at a time step. Note that

both sources of neutral winds measurements, FPI and ICON, could be ingested at the

same time by increasing the EMPIRE system including the corresponding equations.

The additional equations are:

yN,ICON = uN,ICON,i (6.1)

yE,ICON = uE,ICON,i (6.2)

Where yN,ICON and yE,ICON represents the meridional and zonal neutral wind mea-

surement, respectively, from the MIGHTI instrument of ICON at each ith location.

The neutral winds VSH expansion, defined in Equation 3.10, is used to expand the

ICON winds uN,ICON,i and uE,ICON,i:

uN,ICON,i = fN,i︸︷︷︸
hN,ICON,i

xu (6.3)

uE,ICON,i = fE,i︸︷︷︸
hE,ICON,i

xu (6.4)

Matrices fN,i and fE,i are defined in C and mapping matrices hN,ICON,i and hE,ICON,i

transform the coefficients into neutral wind components.

To add the new ingested measurements to EMPIRE, we stack Equations 6.1
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and 6.2 at each i location and change the notation to:

zICON,i =

yN,ICON
yE,ICON


︸ ︷︷ ︸

yICON

−

a0N,ICON

a0E,ICON


︸ ︷︷ ︸

a0,ICON=0

=

uN,ICON,i
uE,ICON,i

 (6.5)

Substituting the expansion of uN,ICON,i and uE,ICON,i using Equations 6.3 and 6.4,

zICON,i =

hN,ICON,i

hE,ICON,i


︸ ︷︷ ︸

hICON,i

xu. (6.6)

Stacking all the 2i equations defined in Equation 6.6, the following equation is ob-

tained.

zICON = HICONxu, (6.7)

where the mapping matrix HICON is obtained by stacking the i 2-row matrices

hICON,i. The EMPIRE system, defined in Equation 3.20, is now augmented: zN

zICON


︸ ︷︷ ︸

z

=

 yN

yICON


︸ ︷︷ ︸

y

−

 a0N

a0,ICON


︸ ︷︷ ︸

a0

=

Hexb Hu

0 HICON


︸ ︷︷ ︸

H

xexb

xu

 (6.8)

The state x is solved with a Kalman filter, as described in Equations 3.22 to 3.33.

Since there are new measurements ingested the covariance matrix of the measure-

ments R is also augmented, which appears in the measurement update of the filter.

A diagonal matrix with the errors of the ingested winds RFPI, with size i by i is

block-added to the measurement covariance matrix of the ion continuity equation

observations RN, which size is j by j, where j is the number of grid points in the



137

EMPIRE domain:

R =


RN 0︸︷︷︸

i×i

0︸︷︷︸
j×j

RFPI

 (6.9)

EMPIRE data processing flow chart for this case is shown in Figure 6.1.
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Figure 6.1. Simplified EMPIRE model and data processing flow chart.

6.2 Method

In this section we describe the case studied, where ICON data is available to

ingest and FPI measurements are available to validate the results. We also shown the

data ingested by EMPIRE and the EMPIRE configuration for two different cases.

6.2.1 January 2020. The case selected to study the ICON assimilation in EM-
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Figure 6.2. Dst index for 1-5 January 2020 in nT. The studied time limits are indicated
with black dashed line.

PIRE is the day January 4, 2020. The Dst index, indicator of the geomagnetic activity

is shown in Figure 6.2 over January 1 to 5. The Dst index doesn’t reach very extreme

values, but the minima over this period of time are found on the 4th. ICON mea-

surements are only available from the end of solar cycle 24 to the present, beginning

of solar cycle 25. As explained in Section 2.1, these times represent the solar cycle

minimum and in addition solar cycle 24 was less active. We chose this date to do the

ICON study because IDA4D results and ICON MIGHTI measurements between end

of December 2019 to the first few days of January 2020 were both made available by

ICON science team member Dr. Gary Bust, were as strong southward neutral winds

over the US were detected.

The coverage of the MICHTI instrument is illustrated in Figure 6.3 with red

dots. For the day we study this implementation, January 4 2020, the locations at

which measurements were made are shown in Figures 6.3a - 6.3f with red dots. Each

of the subfigures represents the coverage of the instrument for 20 minutes, as it is
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the time step used in EMPIRE, for a range of altitudes between 200 km and 400 km,

where there are measurements of the neutral winds available. We plot 2 hours of

coverage because the period of the orbit is of 97 minutes.The measurements at these

points will be ingested by EMPIRE and they will also be compared to the EMPIRE

estimations.

During this event, there were 3 ground-based FPIs available that measured the

neutral winds: Arecibo, Millstone Hill and Urbana Atmospheric Observatory. Arecibo

site (18◦N, 66◦W), Millstone (44◦N, 72◦W) and Urbana site (40◦N, 88◦W) are marked

in Figure 6.3 with a magenta star, triangle and square respectively. The measurements

will be used as validation data and they will be compared to EMPIRE estimations of

the neutral winds. As in previous storms analyzed, the FPI measurements are given

in different LOS directions of the instrument. The estimated geographical neutral

winds will be projected to this LOS direction for the comparison. For all of the FPI

sites there are measurements available in the 4 geographic directions (north, south,

east and west). The pierce point of the LOS is not the same as the location of the

sites. The separation between the site location and the observation pierce point at

250 km is less than 2.5 degrees, which is smaller that the EMPIRE grid resolution

of 6 degrees. We will use the site location as the point at which we have the neutral

wind data, as the grid does not distinguish between this point and the actual region

where the measurements are given.

6.2.2 EMPIRE configuration. The ingested electron density measurements N

will be obtained from the IDA4D algorithm [102]. The ion production a0,prod and

a0,loss are calculated using the [86] model. The gravity a0,g and diffusion a0,dfsn effect

on the parallel direction of the ion velocity are also obtained by applying the [86]

model. To characterize the neutral properties, needed to calculate these transport

terms, the NRL-MSISE00 model is utilized [85]. The electron and ion temperatures
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Figure 6.3. Coverage of ICON instrument for altitudes 200-400 km during January 4
2020 (a) 0UT-0:20UT, (b) 0:20UT-0:40UT, (c) 0:40UT-1UT, (d) 1UT-1:20UT, (e)
1:20UT-1:40UT and (f) 1:40UT-2UT.
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are provided by the IRI model [84] and the magnetic field ~B0 is provided by the IGRF

model [59].

A global grid is imposed in EMPIRE with magnetic colatitude θ between 3

and 177 degrees with a resolution of 6 degrees, magnetic longitude φ between -180

and 180 degrees with the same resolution of 6 degrees and altitude h between 200 km

and 500 km with a step of 50 km. The grid has 12810 points at each time step. The

analysis period is of 24 hours, from 0 UT on January 4 with 20-minute increments.

6.2.2.1 Cases. To analyze the results of assimilating ICON measurements of

neutral winds, two different cases are run in EMPIRE. In the first one, we only in-

gest the electron density N , from now on “no ingestion Case”. In the second case,

from now on “ICON ingestion Case,” besides the electron density N EMPIRE will

also ingest additional measurements of neutral winds obtained from ICON. The aug-

mented system for this case is described in Section 6.1.2. In Figure 6.4 the EMPIRE

configuration is shown for each of the 2 cases, where each block represents the vector

or matrix indicated inside.

For both cases, to obtain the mapping matrix for each of the drivers, Hu and

Hexb, we use the VSH decomposition described in Section 3 for the neutral winds

and a spherical harmonics basis function for the potential field, as shown in [45]. The

number of terms of the decomposition is limited by the maximum order selected lmax.

For both basis functions, the order selected is lmax = 6. The state vector has a size of

[90× 1], where 48 coefficients come from the neutral winds expansion and the other

42 terms from the ion drifts derivation.

The background covariance and state for the Kalman filter, defined in Equa-

tions 3.32 and 3.33, are set up the same as in the previous Chapters. The model

used to define the background state for the neutral winds x0,u is the HWM14 model
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Figure 6.4. Diagram of the EMPIRE configuration for each of the studied cases.

[50]. For the ions drift background state x0,exb the Weimer model is used [58]. The

background covariance P0,t/t is defined setting the following variances: σ2
uE,N ,model

=

(20m/s)2, σ2
uN ,fitting

= (45m/s)2, σ2
uE ,fitting

= (70m/s)2, σ2
exb,model = (20m/s)2 and

σ2
exb,r,fitting = (20m/s)2, σ2

exb,θ,fitting = (70m/s)2 and σ2
exb,φ,fitting = (70m/s)2. The

scale factors cu and cexb, which take into account the propagated error of H due to

the error of the electron density ingested N , are set to 1, as in this case the electron

density is considered more reliable as it is not a magnetic storm. The state is normal-

ized with the regularization matrix L, defined in Equation 3.34. For the neutral winds

an order of magnitude of 100 m/s is used to normalize the state and for the potential

field a order of magnitude of 1 kV. The time constant τ needed for the Gauss-Markov

transition in the matrix defined in Equation 2.28 is set to τ = 7200s, similarly to pre-

vious chapters. The filter at any time step will “forget” the measurements ingested

from 2 hours before.
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For the “No ingestion” case, the measurement covariance matrix R = RN +

Ra0 used in the Kalman filter in 3.32 will have the same size as the EMPIRE grid:

[12810× 12810]. It is derived from the IDA4D densities N errors and from the errors

of a0. The array vector a0 is calculated from different climate models, so there is not

an error associated with the values used in EMPIRE. We make the hypothesis of an

error of 1% of the actual value, as we are assuming that the main contributor to the

electron density change is the ion drifts and neutral winds, to calculate covariance

matrix Ra0 .

For the ICON “ingestion” case, the measurement covariance matrix R will take

into account the new ICON measurements ingested. It is defined as a diagonal matrix

with size [(12810 + i) × (12810 + i)], where i is the number of ICON measurements

of neutral winds available at each time step. The number of terms i can change at

each time step. The first part of the matrix will be set up the same as the “No

ingestion” case. The rest [i × i] terms left, will be obtained from the error of ICON

measurements, that are given with the measured data. An example of the ingested

winds is illustrated in Figure 6.5. The ICON wind measurements, at locations marked

in red in Figure 6.5a, are plotted in Figures 6.5b and 6.5c, in the meridional, in green,

and zonal, in magenta, directions respectively. The errorbars represent the error of

the measurements, that are contained in the covariance matrix R.

Once the state is calculated for both cases using the described configuration,

the estimated neutral winds are calculated at every grid point for the period of time

studied. Results over the ICON coverage are plotted and compared to the mea-

surements for both cases for different times. Estimated neutral winds over time for

both cases will also be shown at the FPI sites whose neutral winds measurements are

available for validation.
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Figure 6.5. Neutral wind ICON measurements between 1:40 UT and 2:00 UT on
January 4, 2020 at (a) points. Meridional component and error (b) in green and
Zonal component and error (c) are observed over time.
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6.3 Results

First, we analyze the global estimated winds for different times and we compare

it to the ICON measurements. Figure 6.6 shows maps of the winds from ICON in

green arrows, from EMPIRE estimation with ingestion in blue and the estimates with

no ingestion in red. The different subplots represent different times of the studied

period: 2:30 UT, 2:50 UT, 3:10 UT and 3:30 UT. We chose these time limits because

they represent one period of the ICON orbit taking measurements.

We can see that at 2:30 UT, in Figure 6.6a, the ICON satellite is measur-

ing over longitudes between 160◦ and 80◦ W, indicated with the green arrows. It is

measuring eastward winds over central America of more than 100 m/s, a weaker pole-

ward/eastward wind near the equator around 120 ◦ W and a equatorward/westward

wind around 150◦ W. We can observe that the estimation without ingesting the mea-

surements, in red, has a poleward component in the longitudes 140 − 120◦ W, but

over central America the zonal component is the opposite direction of what ICON

indicates. The winds estimation ingesting the additional ICON measurements, in

blue, agrees with the measurements as expected. At the rest of the studied times, the

ICON coverage moves eastward until the 97 minutes orbital period finishes. A similar

behavior between the winds and the measurements as in the first time analyzed is

observed.

The FPI sites whose data are used for validation are: Arecibo, Urbana and

Millstone Hill (marked in Figure 6.6 with a magenta star, square and triangle). Re-

sults over time at the Arecibo FPI are shown in Figure 6.7 for different LOS of the

instrument. Results of EMPIRE estimation with ingestion of ICON measurements

are shown in blue, with the no ingestion case in red and the FPI measurements plotted

in green.
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Figure 6.6. Neutral winds estimation with ingestion in blue, with no ingestion in red
and ICON measurements in green over a world map for January 4 2020 at times
(a) 2:30 UT (b) 2:50 UT (c) 3:10 UT and (d) 3:30 UT .
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Figure 6.7. Neutral winds plotted over time at Arecibo location to the (a) west, (b)
north, (c) east and (d) south. Green dots indicate the measurement from the FPI,
blue indicates the EMPIRE value at the closest grid point to the FPI location
with ingestion of winds, and red indicates the EMPIRE estimation with no ICON
ingestion.
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At Arecibo the 4 LOS of measurements available were west (Figure 6.7a), north

(Figure 6.7b), east (Figure 6.7c) and south (Figure 6.7d), indicated by the azimuth

angle. In the zonal direction, in both eastward and westward LOS from Figures 6.7c

and 6.7a, the FPI measurements indicate a strong eastward wind of around 200 m/s

between 0 and 4 UT and then they decrease to almost 0 m/s. The estimation with no

additional ingestion in red is not able to estimate this motion, while the estimation

with the ICON ingestion is able at the beginning to estimate these stronger winds. In

the meridional direction, in the north LOS in Figure 6.7b, the measurements in green

indicates a mostly southward motion from 0 to 8 UT (with some points indicating

north). The EMPIRE estimation with ICON ingestion indicates also a southward

motion, although not as strong as the measurements indicate. Around 8 UT, when

the measurements are of a smaller order of magnitude, around 50 m/s, the EMPIRE

estimation in blue agrees better with these values. In the south LOS, in Figure

6.7d, the measurements indicates a more northward motion during the period of time

between 0 and 8 UT. However, southern LOS are usually less reliable than northern

as less brightness arrives to the FPI, as explained in Section 2.2.2.

Looking at the coverage of ICON in Figure 6.6, there are ICON measurements

available close to the FPI site between 2:30 and 2:50 UT. We can see in the 4 LOS

that at that time and at some later specific times that the blue curve, which in-

gests the ICON measurements, corrects its trajectory. This may be the points where

measurements are ingested and EMPIRE is trying to adapt the winds to what the

measurements are indicating.

The error bars of both estimates are really small over time at all the LOS

studied. This may because the January 4, 2020 was a quiet day, as observed in

Figure 6.2, so the ingested electron density N from IDA4D and consequently its error

is smaller in absolute value. The error of the electron density N affects the observation
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error of the system R, so a possibility of the small error bar in the solutions might

be the filter assuming the observations are too accurate and estimating the solution

there. A detailed study of the observation error and the process error, which also

plays a role in the final estimation error, should be done for quiet time analyses.

The results at another FPI site, in Urbana, at shown below in Figure 6.8.

Again, the color green represents the FPI measurements, the color blue the EMPIRE

estimation of the winds with additional ingestion of ICON winds and the color red the

EMPIRE estimation of winds with no additional ingestion. They are plotted over time

and each sub figure represents a different LOS in which the FPI took measurements,

given by its azimuth angle: (a) west, (b) north, (c) east and (d) south.

The measurements in green in the east LOS direction, in Figure 6.8c, indicate

westward winds of almost 100 m/s at 0 UT decreasing to around 0 m/s around 3 UT

and then turning eastward with a magnitude of approximately 50 m/s around 6 UT,

and finally decreasing again to almost 0 m/s at 8 UT to 12 UT. Both estimates, in

blue with ingestion of ICON winds and in red with no ingestion, are able to estimate

this westward surge at the beginning, although the order of magnitude of the estimate

is stronger than measured by the FPI. Then the estimate in red is not able to capture

the almost 0/eastward motion from 2 UT, while the blue estimate agrees better with

the measurements. We can see around 16 UT, when close to this site there are no

ICON measurements being ingested, that the blue curve tends to go back to the red

one. In the westward direction a similar behavior is observed in Figure 6.8a.

For the meridional winds, the north LOS measurements in green from Figure

6.8b indicates a southward motion in the first 2 hours of the studied time and then a

small northward wind the rest of the time, with a peak around 6 UT reaching around

50 m/s. The estimates, in blue with ingestion and in red with no ingestion, are not

able to capture this initial southward motion, but they do stabilize around 0 m/s
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Figure 6.8. Neutral winds plotted over time at Urbana location to the (a) west, (b)
north, (c) east and (d) south. Green dots indicate the measurement from the FPI,
blue indicates the EMPIRE value at the closest grid point to the FPI location
with ingestion of winds, and red indicates the EMPIRE estimation with no ICON
ingestion.
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(c) Neutral Winds in LOS direction:
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(d) Neutral Winds in LOS direction:

Elevation = 45 and Azimuth = 180 deg

Figure 6.9. Neutral winds plotted over time at Millstone location to the (a) west,
(b) north, (c) east and (d) south. Green dots indicate the measurement from the
FPI, blue indicates the EMPIRE value at the closest grid point to the FPI location
with ingestion of winds, and red indicates the EMPIRE estimation with no ICON
ingestion.

around 4 UT, like the measurements do. In the south LOS in Figure 6.8d, there

are not measurements of that initial south motion. But both estimations after 2 UT

follow the trend of the measurements.

Finally, Figure 6.9 shows the results over time at the Millstone Hill FPI lo-

cation. Green shows the measurements from the FPI instrument, blue the estimates

ingesting ICON winds and red the estimates not ingesting additional winds measure-

ments. Each subfigure represents a different LOS given by its azimuth angle: (a)

west, (b) north, (c) east and (d) south.
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Table 6.2. RMS error in m/s between EMPIRE estimate for case ICON ingestion
and no ingestion case and FPI measurements at Arecibo.

RMS

(m/s)

Arecibo

S

Arecibo

W

Arecibo

N

Arecibo

E

No ingestion 158.83 50.45 144.14 52.62

ICON ingestion 127.41 41.35 114.69 52.45

Table 6.3. RMS error in m/s between EMPIRE estimate for case ICON ingestion
and no ingestion case and FPI measurements at Urbana.

RMS

(m/s)

Urbana

S

Urbana

W

Urbana

N

Urbana

E

No ingestion 172.35 90.45 157.13 77.99

ICON ingestion 173.77 90.93 152.0 77.64

We can see in the zonal direction, looking at the eastward LOS from Figure

6.9c, that the estimate ingesting the ICON winds is able to estimate the eastward

peak shown by the measurements after 4 UT, while the estimate not using ICON

measurements is not able to capture it. In the meridional direction at this location,

both EMPIRE wind estimates with and without ingestion similarly agree with the

measurements between 4 and 8 UT.

To compare the improvement between the 2 cases, the RMS error between the

estimations and the FPI measurements is calculated for each of the cases. Results for

the Arecibo location are shown in Table 6.2.

There is an improvement of the RMS in the ICON case with respect the no

ingestion case of ≈ 20 % in the south, west and north LOS at the Arecibo location.

The results of the RMS between the estimations and the measurements at

Urbana are shown in Table 6.3.

At this site, the RMS in the ICON ingestion case is very similar in all the di-
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Table 6.4. RMS error in m/s between EMPIRE estimate for case ICON ingestion
and no ingestion case and FPI measurements at Millstone.

RMS

(m/s)

Millstone

S

Millstone

W

Millstone

N

Millstone

E

No ingestion 207.58 73.47 182.38 84.77

ICON ingestion 188.24 71.18 162.43 82.13

rections to the no ingestion case. The ICON measurements are taken at low-latitudes,

closer to Arecibo site than the Urbana FPI (as we can observe in Figure 6.3). That

may be the reason why at Arecibo there is a higher improvement of the RMS while

at Urbana is much smaller.

Finally, the RMS results at the Millstone site are shown in Table 6.4.

It is observed that at Millstone FPI the RMS between the estimations and the

measurements for the ICON ingestion for ICON ingestion case is smaller than for the

no ingestion case. There is a RMS improvement of the estimations in the ingestion

case of ≈ 10% in the meridional direction with respect the no ingestion case. In the

zonal direction the RMS are similar for both cases.

6.4 Conclusions

Ingestion of additional neutral winds measurements from ICON satellite has

been implemented to the EMPIRE algorithm. Neutral winds have been estimated

with EMPIRE for January 4 2020. The vector spherical harmonics basis implemented

in previous contributions allows the ingestion of ICON global measurements. Results

were also compared to the results with no ingestion of winds, and validation of the

results was done by comparing them to FPI measurements at three different locations.

As seen in the results, the use of ICON winds improves the estimation the

points where the winds are ingested and in the surrounding area of these points with
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respect to the “no ingestion” case. Comparing the results to the FPI measurements,

available only during local nighttime, results ingesting the ICON winds are similar

or better than the no ingestion case in the 3 sites we have compared the estimates to

the measurements.

Ingesting ICON winds in EMPIRE makes the estimation of the winds closer

to the measurements, both the ICON winds ingested and FPI winds not ingested

but nearby. Additional studies to check how the ion drift estimation behaves when

ingesting neutral winds from ICON could be done.
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CHAPTER 7

CONCLUSIONS

This dissertation has described the data assimilation algorithm EMPIRE,

which estimates ionospheric drivers neutral winds and ion drifts by ingesting primarily

plasma density N and neutral winds measurements from Fabry-Perot interferometer

ground instruments and/or ICON satellite winds, and by correcting the driver val-

ues of climate models. The main contributions include 1) a vector spherical harmonic

derivation to expand the neutral winds for its global estimation, 2) a quantification of

the representation error of the estimated drivers of EMPIRE, 3) a study of a nighttime

ionospheric localized enhancement (NILE) event that is sometimes observed during

some geomagnetic storms, and 4) ICON neutral winds ingestion.

7.1 Summary and discussions

Chapter 3 derived and described a vector spherical harmonics expansion for the

neutral wind driver. This allowed global estimation of the winds and consistent values

of the vector in every direction. Analysis of a geomagnetic storm during October 25

2011 was done using the global expansion and results were compared to the previous

method, in which power series basis was used to decompose each wind component.

New results were better than or similar to the old implementation in comparison to

FPI measurements.

Chapter 4 quantified the representation error of the drivers estimation of EM-

PIRE. Representation error describes the discrepancy between the ionosphere that

EMPIRE describes and the real ionosphere. To study the representation error, the

climate model SAMI3 is chosen as our “truth”. Because SAMI3 outputs the iono-

spheric drivers and all the data that EMPIRE ingests, we are able to compare the

EMPIRE estimation with a “true” value (SAMI3 values). We also discuss the differ-
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ent sources of errors of the algorithm and conclude that the representation error is

mostly due to the fitting error of the drivers at low and mid altitudes, and that at

high latitudes the EMPIRE estimations differ more from what is considered the true

values of the drivers.

In Chapter 5, the global representation of the winds allow us to study the

NILE (Nighttime Ionospheric Localized Enhancement) event, that has been observed

during some geomagnetic storms over continental America. We analyze the event

for 2 different cases to try to determine the effect of the meridional neutral wind

and the fountain effect on its formation. FPI ingestion of winds is also adapted to

the global vector spherical harmonic decomposition used in EMPIRE. For the NILE

event on November 2003, we found that the ion drift behavior was consistent with

a enhanced EIA (Equatorial Ionization Anomaly) and an enhanced super fountain

effect. We also show that the neutral winds meridional behavior could be the cause

of the asymmetry of the EIA (north hemisphere electron concentration is higher than

in the south hemisphere), which may be why only the northern crest, from which the

NILE appears to originate from, persists into the night. For the NILE event observed

on August 2018, which was weaker, we also show that the asymmetry of the EIA may

be due to the neutral winds meridional behavior combined with a weaker fountain

effect found in the ion drift estimation. Only 2 different NILE events were studied.

However, to better determine the mechanisms that cause this effect more storms need

to be run. We also validate the ingestion of winds by comparing the results to wind

measurements at 3 FPI sites. We conclude that the ingestion helps the estimation

at the location where winds are ingested and that it affects the results with more

strength at closer locations.

Finally, in Chapter 6, ingestion of ICON measurements is implemented in the

algorithm. A study of how EMPIRE estimation of neutral winds changes with respect
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to the non ingestion of winds is done. We analyze the neutral winds on a quiet day

January 4, 2020 and we validate the results with 3 additional FPI measurements of the

winds. We show that the ingestion of ICON measurements improves the estimation

in the region where winds are being ingested and in the surrounding area. We also

show that the estimation ingesting ICON agrees better with the FPI winds than the

“no ingestion” case.

7.2 Future work

7.2.1 Neutral winds not limited to the parallel to the magnetic field line.

Neutral winds are being estimated by only considering the projection of the winds

onto the field-parallel direction, as described in Chapter 2. We lose information

of the driver in the perpendicular-to-the-magnetic-field direction. In principle, the

contribution of these components is much smaller than the ion drifts contribution.

However, for the future it would be helpful to estimate the whole neutral wind vector,

as it will eliminate some of the observability problems.

7.2.2 Refining of Kalman filter setup. Additional Kalman filter setup analysis

may help the estimation. For example, we may introduce numerically in the variance’s

configuration of EMPIRE the error in the mapping matrix due to the electron density

measurement, which was the main contribution of the representation error. The scale

factor could also be studied to have a more methodological way to set it up. Finally,

to determine the fitting error for any run we need to do a prior analysis according to

the maximum order chosen of the decomposition of the drivers. However, it could be

useful to implement this analysis in EMPIRE, so that this step could be automatically

done when running the algorithm.

Also, implementing an information smoothing filter may improve the estima-

tion. Smoother filters updates the estimation from the end of the time domain to
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the beginning, so that the estimations in the first step are updated even using mea-

surements from the last time step. Although these filters would not be useful for a

real-time application of the algorithm, they may help in improving the estimation

of the IT drivers in storms that have already happened and that research want to

characterize, as the smoothing filters maximize the use of the ingested measurements.

Finally, an analysis to determine the effect of the start time and the time

constant in the process noise of the time update on the result may help determine

the optimal time to start a case with EMPIRE to obtain improved results. The

time constant is used to “forget” the estimate from previous time and remove the

accumulated error, so an optimal balance between these two factors can be found

empirically to improve the estimates.

7.2.3 Analysis of ion drift estimation when ingesting ICON measurements

of neutral winds. Chapter 6 studies the neutral winds behavior when ingesting

ICON neutral winds. However, the ion drifts drivers are also being estimated and

considered as a contribution in the electron density rate change in the system. An

analysis on how this driver changes when ingesting or not ingesting winds will be

helpful to determine and redefine how useful is the ICON ingestion to EMPIRE.
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APPENDIX A

MAPPING MATRICES FEXB AND HEXB FOR ELECTRIC POTENTIAL

SCALAR SPHERICAL HARMONIC EXPANSION
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In this appendix the terms that form the mapping matrices Fexb and Hexb are

described. They are obtained by expanding the electric potential field with spherical

harmonics basis function. The whole derivation is shown in [45], but a summary is

shown below.

Mapping matrix fexb,j is described in Equation 2.15 and transforms the state

coefficients x̃exb into the potential field V space. It is obtained by using the expansion

of potential field introduced in Equation 2.16. The expression is repeated below, but

implying the sum with the lm indices for brevity:

δVj = Nm
l P

m
l (`(r, θ))Φm

l (φ, x̃exb) (A.1)

Φm
l (φ, x̃exb) = x̃lmc,exb cosφ+ x̃lms,exb sinφ (A.2)

where Nm
l P

m
l is the fully normalized associated Legendre polynomial as described by

[89] and the variable `(r, θ) describes the normalized magnetic field L-shell between

domain [−1, 1]. Consequently, the spatial potential field is a function of only two

independent variables (`, φ). This can be done by assuming constant electric poten-

tial along the dipole field lines. The term Φm
l contains the harmonic term and the

unknown coefficients x̃exb. L-shell was defined in Equation 2.4 as:

L =
r

Re sin2 θ
(A.3)

Where Re is Earth’s mean radius [3]. The normalized L-shell, `, is described as:

` = −1 +
2

(Lmax − Lmin)
(L− Lmin) (A.4)

where Lmax and Lmin are limits on the L-shells of the domain. They can be computed

for grid domain limits (θ, r) by plugging them into Equation A.3.

The state is defined as:

x̃exb =
[
x̃11
c,exbx̃

21
c,exb . . . x̃

lmaxlmax
c,exb x̃11

s,exb x̃
21
s,exb . . . x̃

lmaxlmax
s,exb

]T
(A.5)

=
[
x̃Tc,exb x̃Ts,exb

]T
. (A.6)
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The coefficients for the lowest orders l = 0 and m = 0 are truncated because taking

the gradient of this potential makes them unobservant.

The final form of mapping matrix fexb,j is for the jth point:

δVj =

[
f 11
exb,1 f 21

exb,1 . . . f lmaxlmax
exb,1 f 11

exb,2 f 21
exb,2 . . . f lmaxlmax

exb,2

]
j

x̃exb (A.7)

where

f lmexb,1 = Nm
l P

m
l (`(r, θ)) cosφ (A.8)

and

f lmexb,2 = Nm
l P

m
l (`(r, θ)) sinφ (A.9)

Stacking the j matrices fexb,j, the mapping matrix Fexb that transform the

state to potential field becomes:

Fexb =
[
fexb,1

T fexb,2
T . . . fexb,j

T . . . fexb,jend

T
]T

(A.10)

The Fexb matrix maps coefficients to potential. Next, the Hexb matrix, which

maps coefficients to density rate, is computed. There are 3 major operations to

calculate the Hexb mapping matrix: taking the gradient of the potential, crossing

the potential with the magnetic field to obtain the drifts and then calculating the

divergence to obtain the transport term. Substituting the expansion of the potential

field described in Equation A.1 in the ion drift definition from Equation 2.10:

δ~vexb =
−∇δV × ~B0

B2
0︸ ︷︷ ︸

~v0,exb

+
−∇(Nm

l P
m
l (`)Φm

l )× ~B0

B2
0︸ ︷︷ ︸

δ~vexb

(A.11)

Then, the correction term δ~vexb can be substituted in the corresponding transport

term δaexb, defined in Equation 2.9:

δaexb = −~∇ · (N−∇(Nm
l P

m
l (`)Φm

l )× ~B0

B2
0

) (A.12)
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=

[
h11
exb h21

exb . . . hlmaxlmax
exb

]
j︸ ︷︷ ︸

hexb,j

x̃exb (A.13)

where

hlmexb,j =

[
a1 a2

]
j

b11
1c b21

1c . . . blmaxlmax
1c b11

1s b21
1c . . . blmaxlmax

1c

b11
2c b21

2c . . . blmaxlmax
2c b11

2s b21
2c . . . blmaxlmax

2c


j

(A.14)

and

a1 = − 1

B2
0r sin θ

(B0θ
∂N

∂r
− B0r

r

∂N

∂θ
) +

6N(1 + cos2 θ)

|| ~B0||r2(1 + 3 cos2 θ)3/2
(A.15)

a2 =
1

B2
0r sin θ

(
2B0r

tan θ
+B0θ)

∂N

∂φ
(A.16)

blm1c = −mNm
l P

m
l (`) sin(mφ) (A.17)

blm1s = +mNm
l P

m
l (`) cos(mφ) (A.18)

blm2c =
2Nm

l P
m
l(`) cos(mφ)

Re sin2 θ(Lmax − Lmin)
(A.19)

blm2s =
2Nm

l P
m
l(`) sin(mφ)

Re sin2 θ(Lmax − Lmin)
cos(mφ) (A.20)

Where the magnetic field ~B0 is described as ~B0 = (B0r, B0θ, B0φ) in spherical coordi-

nates and Pm
l(`) is the derivative of the Legendre polynomial with respect to `. It was

derived in [45] as:

Pm
l(`)(`) =

{ √l(l+1)
√

1−`2 P
1
l m = 0

m`Pml −
√

(l+m)(l−m+1)
√

1−`2Pm−1
l

1−`2 m > 0

(A.21)
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APPENDIX B

MAPPING MATRIX HU FOR VECTOR SPHERICAL HARMONIC

DERIVATION
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In this section we describe the terms that form the matrix Hu defined in

Equation 3.9 when using a vector spherical harmonics expansion for the neutral winds

vector. Starting at Equation 3.9, we substitute for each jth grid point the vector

spherical harmonics expansion ~u, defined in Eq. 3.1. The expression is repeated

below, but implying the sum with the lm indices for brevity.

~u = Ylmr̂ + r~∇Ylm + ~r × ~∇Ylm (B.1)

where

Ylm = Nm
l P

m
l (cos θ)Φm

l (φ) (B.2)

The gradient of the scalar spherical harmonic function ~∇Ylm is calculated

below. The coordinates selected used to describe the vector are the magnetic coor-

dinates radial distance, colatitude and longitude: r, θ, φ. We take into consideration

that Ylm = Ylm(θ, φ).

~∇Ylm = Ylm(r)r̂ +
1

r
Ylm(θ)θ̂ +

1

r sin(θ)
Ylm(φ)φ̂ (B.3)

where r̂, θ̂, φ̂ are the unit vectors of a spherical coordinate system and a subscript

“(x)” indicates the partial derivative with respect to x. We substitute the gradient

in the vector spherical harmonics definition and we impose negligible vertical winds

(in the r̂ vertical direction):

~u = (Ylm(θ)θ̂ +
1

sin(θ)
Ylm(φ)φ̂)︸ ︷︷ ︸

r~∇Ylm

+ (
−1

sin(θ)
Ylm(φ)θ̂ + Ylm(θ)φ̂)︸ ︷︷ ︸
~r×~∇Ylm

(B.4)

Rearranging the equation:

~u = (Ylm(θ) −
1

sin(θ)
Ylm(φ))θ̂ + (Ylm(θ) +

1

sin(θ)
Ylm(φ))φ̂ (B.5)

We can express it as:

~u = uθθ̂ + uφφ̂ (B.6)
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where

uθ = (Ylm(θ) −
1

sin(θ)
Ylm(φ)) (B.7)

uφ = (Ylm(θ) +
1

sin(θ)
Ylm(φ)) (B.8)

We define

Ylm(θ) ≡ Nm
l P

m
l(θ)Φ

m
l (B.9)

and

Ylm(φ) ≡ Nm
l P

m
l Φm

l(φ) (B.10)

, where the subscript in parentheses indicates the partial derivative, such that:

Φm
l(φ) = m[−xlmc sin(mφ) + xlms cos(mφ)] (B.11)

Pm
l(θ)(cos θ) =

Pm
l (cos θ)

dθ
=
Pm
l (cos θ)

d cos θ

cos θ

dθ
= − sin(θ)Pm

l(cos θ) (B.12)

The first derivative of Plm(cos θ) with respect to cos θ is derived in [45] and is described

in Equation A.21 with ` = cos θ.

The last step to obtain the mapping matrix is to substitute the expressions of

~u derived in Equation B.5 into the au term defined at each jth grid point.

au = −~∇ · [N [(uθθ̂ + uφφ̂)︸ ︷︷ ︸
~u

·b̂]b̂] (B.13)

To transform the magnetic field unit vector b̂ to the geomagnetic coordinate system,

the inclination angle I, defined in Section 2.2, is used. The magnetic zonal direction

φ̂ is perpendicular to b̂, so component uφ doesn’t contribute to the projection in

the parallel direction. Vector b̂ can be expressed in magnetic coordinates as b̂ =

− sin Ir̂ − cos Iθ̂, so that Equation B.13 can be expressed as:

au = ~∇ · (Nuθ cos Ib̂) = ~∇ · (N cos Ib̂)uθ +N cos I(~∇uθ · b̂) (B.14)
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We divide the expression in Equation B.14 into terms multiplying uθ and terms mul-

tiplying ~∇uθ · b̂ by expanding the gradient component:

au = [(~∇ cos I) · b̂N + (~∇N) · b̂ cos I + (~∇ · b̂)N cos I]uθ + [N cos I](~∇uθ · b̂) (B.15)

so that:

au = au|uθuθ + au|~∇uθ·b̂(~∇uθ · b̂) (B.16)

Equation B.14 gives us the definition of:

au|uθ = (~∇ cos I) · b̂N + (~∇N) · b̂ cos I + (~∇ · b̂)N cos I (B.17)

and

au|~∇uθ·b̂ = N cos I (B.18)

The component uθ, which the transport term au depends on, can also be

expanded following Equation B.5:

uθ = Pm
l(θ)Φ

m
l +

1

− sin θ
Pm
l Φm

l(φ) (B.19)

where we can define:

uθ = uθ|Φ Φm
l + uθ|Φφ Φm

l(φ) (B.20)

Using Equation B.19, we obtain:

uθ|Φ = Pm
l(θ) (B.21)

and

uθ|Φφ =
1

− sin θ
Pm
l (B.22)

Next, to define all the terms that compose the transport term au in Equation

B.16, we calculate the product of the divergence of uθ and b̂, considering that uθ =

uθ(θ, φ) and that b̂ direction doesn’t include the φ̂.

~∇uθ · b̂ =

(
∂uθ
∂r

r̂ +
1

r

∂uθ
∂θ

θ̂ +
1

r sin(θ)

∂uθ
∂φ

φ̂

)
· b̂ =

− cos I

r

∂uθ
∂θ

(B.23)
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Since uθ in Equation B.5 contained first derivatives of Ylm, ∂uθ
∂θ

in Eq. B.23 will

require second derivatives. Second derivatives of the scalar spherical harmonics Ylm

are introduced in the derivation: Ylm(θθ) ≡ Pm
l(θθ)Φ

m
l and Ylm(θφ) ≡ Pm

l(θ)Φ
m
l(φ), where:

Pm
l(θθ) ≡

∂2

∂θ2
(Pm

l (cos θ)) = − cos θPm
l(cos θ) + sin2 θPm

l(cos θ cos θ) (B.24)

and second derivative with respect to cos θ, Pm
l(cos θ cos θ), is obtained by deriving the

first derivative, derived in [45] and defined in Equation A.21 with ` = cos θ:

Pm
l(cos θ cos θ) =

{ mPml +m cos θ(1−cos2 θ)Pm
l(cos θ)

(1−cos2 θ)
√

1−cos2 θ
−
√

(l +m)(l −m+ 1)Pm−1
l(cos θ) m > 0√

l(l + 1)
P 1
l(cos θ)

(1−cos2 θ)+cos θP 1
l

(1−cos2 θ)
√

1−cos2 θ
m = 0

(B.25)

So,

~∇δuθ · b̂ = − cos I
r

[
Pm
l(θθ)Φ

m
l + 1

− sin θ
Pm
l(θ)Φ

m
l(φ) + − cos θ

sin2 θ
Pm
l Φm

l(φ)

]
= − cos I

r
Pm
l(θθ)Φ

m
l + cos I

r

[
1

sin θ
Pm
l(θ) + cos θ

sin2 θ
Pm
l

]
Φm
l(φ)

(B.26)

And similarly to the previous steps, we can define:

~∇δuθ · b̂ = ~∇δuθ · b̂
∣∣∣
Φ

Φm
l + ~∇δuθ · b̂

∣∣∣
ΦΦ

Φm
l(φ)

(B.27)

where, using the expression in Equation B.26:

~∇δuθ · b̂
∣∣∣
Φ

= − cos I
r

Pm
l(θθ)

(B.28)

and

~∇δuθ · b̂
∣∣∣
ΦΦ

= cos I
r

[
1

sin θ
Pm
l(θ) + cos θ

sin2 θ
Pm
l

]
(B.29)

Substituting the expressions for divergence term ~∇uθ · b̂ and the term uθ from

Equations B.27 and B.20 respectively in Eq. B.16, the au term can be expressed as:

au = au|uθ
(
uθ|Φ Φm

l + uθ|Φφ Φm
l(φ)

)
︸ ︷︷ ︸

uθ

(B.30)

+au|~∇uθ·b̂

(
~∇δuθ · b̂

∣∣∣
Φ

Φm
l + ~∇δuθ · b̂

∣∣∣
ΦΦ

Φm
l(φ)

)
︸ ︷︷ ︸

(~∇uθ·b̂)

(B.31)
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where Φm
l is defined in Equation 3.5, φml(φ) in Equation B.11 and the rest of the terms

have been defined in Equations B.17, B.18, B.21, B.22, B.28 and B.29. Rearranging:

au =
(
au|uθ uθ|Φ + au|~∇uθ·b̂ ~∇δuθ · b̂

∣∣∣
Φ

)
Φm
l (B.32)

+

(
au|uθ uθ|Φφ + au|~∇uθ·b̂ ~∇δuθ · b̂

∣∣∣
ΦΦ

)
Φm
l(φ) (B.33)

We define:

au = almu,1Φm
l + almu,2Φm

l(φ) (B.34)

where almu,1 and almu,2 are obtained using the definition from Equation B.32:

almu,1 = au|uθ uθ|Φ + au|~∇uθ·b̂ ~∇δuθ · b̂
∣∣∣
Φ

(B.35)

and

almu,2 = au|uθ uθ|Φφ + au|~∇uθ·b̂ ~∇δuθ · b̂
∣∣∣
ΦΦ

(B.36)

Rearranging the au expression of Equation B.34 as a matrix multiplication at

each jth grid point gives:

au,j =

[
a00
u1
a10
u1

. . . almaxlmax
u1

a00
u2
a10
u2

. . . almaxlmax
u2

]
j

 Φm
l

Φm
l(φ)


j

(B.37)

=

[
au,1 au,2

]
j︸ ︷︷ ︸

Auj

 Φm
l

Φm
l(φ)


j

(B.38)

where Auj
is a row matrix, with length equal to the number of coefficients to estimate

ku.

We can also express Φm
l and its derivative Φm

l(φ) as a matrix multiplication.

From Equation 3.5, we can define Φm
l , which is a column matrix with size equal to
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number of coefficients ku by 1, where half comes from the cosine coefficients xc and

the other half from the sine coefficients xs.

Φm
l =



b00
1c 0 . . . 0 b00

1s 0 . . . 0

0 b10
1c . . . 0 0 b10

1s . . . 0

0 0
. . . 0 0 0

. . . 0

0 0 . . . blmaxlmax
1c 0 0 . . . blmaxlmax

1s


j

xc

xs

 (B.39)

=

[
diag(b1c) diag(b1s)

]
j

xc

xs

 (B.40)

Where b1c and b1s are row matrices with length equal to the half of the number of

coefficients ku
2

.

blm1c = cos(mφ) (B.41)

blm1s = sin(mφ) (B.42)

The subscript “c” or “s” corresponds to the coefficients xc or xs to which the row

array is multiplied to.

On the other hand, the first derivative matrix Φm
l(φ) using Equation B.11 can

be expressed as:

Φm
l =



b00
2c 0 . . . 0 b00

2s 0 . . . 0

0 b10
2c . . . 0 0 b10

2s . . . 0

0 0
. . . 0 0 0

. . . 0

0 0 . . . blmaxlmax
2c 0 0 . . . blmaxlmax

2s


j

xc

xs

 (B.43)

=

[
diag(b2c) diag(b2s)

]
j

xc

xs

 (B.44)
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where b2c and b2s are row matrices, with length equal to ku
2

, defined as:

blm21 = −m sin(mφ) (B.45)

blm22 = m cos(mφ) (B.46)

We define B11, B12, B21 and B22 matrices as diagonal matrices whose diag-

onals are formed by the b1c, b1s, b2c and b2s respectively, from Equations B.40 and

B.44.

Bj =

B11 B12

B21 B22


j

=

diag(b11) diag(b12)

diag(b21) diag(b22)


j

(B.47)

This allows to express the harmonics function and its derivative, stacking Equations

B.40 and B.44, as:  Φm
l

Φm
l(φ)


j

= Bj

xc

xs

 (B.48)

Where Bj is a square matrix with size ku by ku.

Using the mapping forms from Equations B.38 and B.48, we can express the

transport term au,j from Equation B.34 as:

au,j = Au,j

B11 B12

B21 B22


j︸ ︷︷ ︸

hu,j

xc

xs

 (B.49)

where mapping matrix huj
is a row matrix with length equal to the number of coef-

ficients to estimate ku.

Finally, the last step is to stack the row matrix hu,j = Au,jBj to obtain the

mapping matrix in the whole region Hu:

Hu =
[
hu,1

T hu,2
T . . . hu,j

T . . . hu,jend

T
]T

(B.50)
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The mapping matrix Hu will have size j by ku, where j is the number of grid points

in the EMPIRE domain and ku is the number of coefficients we estimate.
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APPENDIX C

MAPPING MATRICES FUN AND FUE FOR VECTOR SPHERICAL HARMONIC

DERIVATION
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Matrices FuN
and FuE

transform the coefficients, in x-space, into neutral

winds, in u-space. They are defined in Eqs. 3.11 and 3.12 as: uN ≡ FuN
xu and

uE ≡ FuE
xu.

To obtain geographic meridional and zonal uN and uE at each grid point j, we

transform the neutral wind expansion ~u, expressed in terms of uθ and uφ in Equation

B.6, to the geographic coordinate system using the declination angle D, defined in

Section 2.2. The relationship between both coordinate systems is given by:

R(r̂,θ̂,φ̂) =


0 0 1

− sinD − cosD 0

cosD − sinD 0


R(ê,n̂,û) (C.1)

The neutral wind expansion ~u, expressed in terms of uθ and uφ in Equation

B.6, is transformed, using C.1, to:

~u = uθ(− cosDn̂− sinDê︸ ︷︷ ︸
θ̂

) + uφ(− sinDn̂+ cosDê︸ ︷︷ ︸
φ̂

) (C.2)

Rearranging the terms into the geographic directions,

~u = (−uθ cosD − uφ sinD)n̂+ (−uθ sinD + uφ cosD)ê (C.3)

We define:

~u = ulmN n̂+ ulmE ê (C.4)

with

ulmN = (−uθ cosD − uφ sinD) (C.5)

ulmE = (−uθ sinD + uφ cosD) (C.6)
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We substitute the values of uθ and uφ from Equations B.7 and B.8 to obtain each of

the elements. For the meridional, defined in C.5:

ulmN = −
(
Y m
l(θ) −

1

sin θ
Y m
l(φ)

)
︸ ︷︷ ︸

uθ

cosD −
(
Y m
l(θ) +

1

sin θ
Y m
l(φ)

)
︸ ︷︷ ︸

uφ

sinD (C.7)

Then, we substitute the values of Y m
l,(θ) and Y m

l,(φ) from Equations B.9 and B.10 in

Equation C.7 and we group the terms together such that:

ulmN = [−Pm
l(θ)(cosD + sinD)]Φm

l + [
Pm
l

sin θ
(cosD − sinD)]Φm

l(φ) (C.8)

where we can define:

ulmN = ulmN,1Φm
l + ulmN,2Φm

l(φ) (C.9)

with

ulmN,1 = −Pm
l(θ)(cosD + sinD) (C.10)

ulmN,2 =
Pm
l

sin θ
(cosD − sinD) (C.11)

Similar steps are done to obtain the zonal component ulmE . First, we substitute

the values of uθ and uφ from Equations B.7 and B.8 in Equation C.6.

ulmE = −
(
Y m
l(θ) −

1

sin θ
Y m
l(φ)

)
︸ ︷︷ ︸

uθ

sinD +

(
Y m
l(θ) +

1

sin θ
Y m
l(φ)

)
︸ ︷︷ ︸

uφ

cosD (C.12)

Then, we substitute the values of Y m
l,(θ) and Y m

l,(φ) from Equations B.9 and B.10 in

Equation C.12 and we group the terms together such that:

ulmE = [Pm
l(θ)(cosD − sinD)]Φm

l + [
Pm
l

sin θ
(cosD + sinD)]Φm

l(φ) (C.13)

and we define:

ulmE = ulmE,1Φm
l + ulmE,2Φm

l(φ) (C.14)
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where,

ulmE,1 = Pm
l(θ)(cosD − sinD) (C.15)

ulmE,2 =
Pm
l

sin θ
(cosD + sinD) (C.16)

To express the neutral winds components of each jth grid point as a matrix

multiplication and to obtain the row matrices fuN,j
and fuE,j

at each jth grid point, we

use the matrix multiplication definition of the harmonic function and its derivative

from Equation B.48. The meridional component from Equation C.9 can be expressed

as:

uN,j =

[
u00
N,1 u10

N,1 . . . ulmaxlmax
N,1 u00

N,2 u10
N,2 . . . ulmaxlmax

N,2

]
j

 Φm
l

Φm
l(φ)


j

(C.17)

= [uN,1 uN,2]j Bj︸ ︷︷ ︸
fuN,j

xu (C.18)

Where Bj matrix has been defined in Equation B.47 and [uN,1 uN,2]j is a row matrix

with length equal to the number of coefficients to estimate ku. Similarly, the zonal

component from Equation C.14 is expressed as:

uE,j =

[
u00
E,1 u10

E,1 . . . ulmaxlmax
E,1 u00

E,2 u10
E,2 . . . ulmaxlmax

E,2

]
j

 Φm
l

Φm
l(φ)


j

(C.19)

= [uE,1 uE,2]j Bj︸ ︷︷ ︸
fuE,j

xu (C.20)

Stacking the j row matrices fuN,j
and separately the fuE,j

we obtain the map-

ping matrices FuN
and FuE

that transform the state to neutral winds space.

FuN
=
[
fuN,1

T fuN,2

T . . . fuN,j

T . . . fuN,jend

T
]T

(C.21)

FuE
=
[
fuE,1

T fuE,2

T . . . fuE,j

T . . . fuE,jend

T
]T

(C.22)
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APPENDIX D

MAPPING MATRIX HFPI VECTOR SPHERICAL HARMONIC DERIVATION
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In this section we describe the terms that form the matrix HFPI. This mapping

matrix transforms the coefficients, in x-space, into neutral winds projected into a LOS

direction, given by an elevation el and azimuth az angle. Starting at Equation 5.2,

we substitute the VSH expansion of the neutral wind vector from Equation 3.10, to

obtain the mapping matrix hFPI,i at each i point where measurements from an FPI

are available.

uFPI,i =

[
cos(eli) cos(azi) cos(eli) sin(azi) sin(eli)

]
︸ ︷︷ ︸

fLOS,i


fuE,i

fuN,i

0


xu (D.1)

=

[
cos(eli) cos(azi)fuE,i + cos(eli) sin(azi)fuN,i

]
xu (D.2)

= hFPI,ixu (D.3)

where fLOS,i is defined in Equation 2.34 and mapping matrices fuN,i and fuE,i are

described in Appendix C in Equations C.18 and C.20 respectively. Stacking the i

row matrices hFPI,i we obtain the mapping matrix HFPI that transform the state to

neutral winds in a specific look direction.

HFPI =
[
hFPI,1

T hFPI,2
T . . . hFPI,i

T . . . hFPI,iend

T
]T

(D.4)
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Süveges, M., Szabados, L., Szegedi-Elek, E., Taris, F., Tauran, G., Taylor, M.
B., Teixeira, R., Thuillot, W., Tonello, N., Torra, F., Torra, J., Turon, C.,
Unger, N., Vaillant, M., van Dillen, E., Vanel, O., Vecchiato, A., Viala, Y., Vi-
cente, D., Voutsinas, S., Weiler, M., Wevers, T., Wyrzykowski, L., Yoldas, A.,
Yvard, P., Zhao, H., Zorec, J., Zucker, S., Zurbach, C., and Zwitter, T., “Gaia
early data release 3 - acceleration of the solar system from gaia astrometry,”
A&A, vol. 649, p. A9, 2021.

[32] D. S. Miladinovich, S. Datta-Barua, G. S. Bust, and J. J. Makela, “Assimilation
of thermospheric measurements for ionosphere-thermosphere state estimation,,”
Radio Science, vol. 51, no. 12, pp. 1818–1837, 2016.

[33] Mignard, F. and Klioner, S., “Analysis of astrometric catalogues with vector
spherical harmonics,” A&A, vol. 547, p. A59, 2012.

[34] P. L. K. C. Niels Bormann, William Bell, “Ecmwf/nwp-saf workshop on the



182

treatment of random and systematic errors in satellite data assimilation.” Vir-
tual Event: ECMWF/EUMETSAT NWP SAF Workshop, 2020.

[35] A. Vlasenko, P. Korn, J. Riehme, and U. Naumann, “Estimation of data assim-
ilation error: A shallow-water model study,” Monthly Weather Review, vol. 142,
no. 7, pp. 2502 – 2520, 2014.

[36] E. Parmuzin, F.-X. L. Dimet, and V. Shutyaev, “On error analysis in variational
data assimilation problem for a nonlinear convection–diffusion model,” vol. 21,
no. 2, pp. 169–183, 2006.

[37] S. Gillijns and B. De Moor, “Model error estimation in ensemble data assimi-
lation,” Nonlinear Processes in Geophysics, vol. 14, 01 2007.

[38] J. Durazo, E. J. Kostelich, and A. Mahalov, “Data assimilation for ionospheric
space-weather forecasting in the presence of model bias,” Frontiers in Applied
Mathematics and Statistics, vol. 7, 2021.

[39] D. Koshin, K. Sato, K. Miyazaki, and S. Watanabe, “An ensemble kalman filter
data assimilation system for the whole neutral atmosphere,” 11 2019.

[40] P. M. Mehta and R. Linares, “A new transformative framework for data as-
similation and calibration of physical ionosphere-thermosphere models,” Space
Weather, vol. 16, no. 8, pp. 1086–1100, 2018.

[41] H. L. Mitchell and P. L. Houtekamer, “An adaptive ensemble kalman filter,”
Monthly Weather Review, vol. 128, no. 2, pp. 416 – 433, 2000.

[42] P. Laloyaux and M. Bonavita, “Improving the handling of model bias in data
assimilation,” 2020.

[43] A. C. Lorenc, “A global three-dimensional multivariate statistical interpolation
scheme,” Monthly Weather Review, vol. 109, no. 4, pp. 701 – 721, 1981.
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